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Practitioners and researchers interested in youth development and health promotion
will find Adolescent Health: Understanding and Preventing Risk Behaviors an excel-
lent source for informing their work. This volume serves as a textbook for graduate
students in public health, medicine, social work, nursing, and other behavioral sci-
ences. Knowledge about adolescent health issues should also be incorporated into
schools of education so that future educators are informed about the need for collabor-
ative interventions.

| wish that | could invite al the contributors to Adolescent Health to sit around in
my living room, where we could chat informally about teenagers. The gathering would
include most of the “gurus’ of youth development who have [abored for yearsto track
the prevalence of problems and the outcomes of interventions. | think there would be
a strong consensus that we have accumulated a large body of evidence that many
young people growing up in this country face enormous barriers to maturing into suc-
cessful adults. We would agree that other young people have the necessary equipment
(support systems, fortitude, and resilience) to make it, as long as their institutions
(family, school, community, and the media) don't fail them.

We would concur that this volume contains most of what practitioners need to
know in order to help adolescents overcome developmental barriers and achieve
healthy lifestyles. Risk areas (such as substance abuse, violence, pregnancy, and
depression) are explored in depth and the interrelationships between them clarified.
Areas of resiliency (youth assets and connectedness) are investigated and illuminated.
From thisrich source of research findings, we would conclude that young people must
be attached to strong adults—if not their parents, then some other person. We would
focus on the fact that children must receive attention early enough in their livesto pre-
vent later problems and that they must have access to the requisite social skills to
relate to their peers.

In addition to interventions focused on individuals, we would pay attention to the
development of comprehensive community-level programsthat link together what goes
on in the schools with other interventions. Some of the participants in this discussion
would be making the case for more refined “theories of change,” while others would
argue in favor of more research and evaluation. A strong rationale would be given for
changing socia policies—gun control, driving regulations, condom distribution, racia
desegregation, and school reform. These subjects would generate plenty of steam.

| would not be surprised if the conversation in my living room eventually turned
from research and policy to personal experiences with raising children. It is quite a
shock when your own children start “acting out,” experimenting with drugs and sex,
skipping school, or downloading forbidden material from the Internet. | am currently



XViii Foreword

dealing with my grandchildren’s developmental issues—they are two beautiful young
women, aged thirteen and fifteen. When their parents turned to me for advice, assum-
ing that | was an authority on adolescent behavior, | replied (sheepishly), “I think you
have to be stricter or more lenient.” | am certain that the gurus gathered here would
confirm that it is more difficult to solve one’s persona problems with raising children
and preventing risky behavior than to prescribe broad social measures.

| have observed, however, that my grandchildren receive ailmost unlimited atten-
tion from their parents. listening, shopping, driving, cajoling, monitoring, cooking
specia dishes, helping with math homework, and, most important, hugging. If the
essence of this attention could be bottled and sold, many of the problem behaviors so
clearly documented in this book might be averted.

Practitioners, researchers, students, and parents should find the material in Ado-
lescent Health indispensable for gaining an understanding of the complex lives of
teenagers today. Most of these authorities claim that more research is needed to com-
plete the picture, particularly on intervention outcomes. However, as readers will
observe, enough is known to focus on intervention. Our society owes each new gener-
ation the opportunity to grow into effective and healthy adults. The need today is
urgent.

Joy G. Dryfoos



We wish to acknowledge all our wonderful and talented contributors for their time,
effort, and dedication. Their research, practice, and advocacy make life better for all
adolescents. We thank Andrew Pasternack, our editor, for his encouragement, stead-
fast support, and valuable feedback; Seth Schwartz, whose acumen and assistance

have been instrumental to creating this volume; and Seth Miller, for his diligence in
producing it.






The primary aim of thisvolumeisto inform health care professional s about adol escent
risk-taking behavior; its epidemiology, consequences, prevention and treatment. Our
book is intended as both a professional reference and classroom text. It takes a multi-
faceted approach that includes an epidemiologic assessment of the impact of health
risk behaviors, asynthesis of the empirical literature describing factors associated with
the onset and maintenance of health risk behaviors, a description of relevant interven-
tion strategies and programs designed to prevent or reduce health risk behaviors, and
an examination of socia and health policy issues relevant to each health risk behavior.
Acknowledging that behavior does not occur in apolitical or social vacuum, the policy
perspective is designed to provide a frame of reference for understanding the scope of
the problem posed by specific health risk behaviors and the parameters and options
avalable to effectively confront these adolescent health threats. Authors describe
trends and changes in risk behaviors, morbidity and mortality over time; illustrate the-
oretical models useful for understanding adolescent risk-taking behavior and
developing preventive interventions, review the state-of-the-science with respect to
prevention strategiesfor each risk behavior; and identify effective treatment modalities.
Special populations at risk and emergent crosscutting issues in risk and prevention
research are also presented. Finaly, each chapter provides an opportunity for the
authorsto offer directions for future research relevant to specific health risk behaviors.
In each case, we have sought out the leading experts to contribute these chapters. We
are humbled and grateful to benefit from their scientific acumen, their wealth of
experience, and wise insights.
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LEARNING OBJECTIVES
After studying this chapter, you will be able to

Identify key features of the adolescent period.

Describe underlying factors that may influence adolescent risk taking
behavior.
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Adolescence is a period of rapid and transformative physical, psychological, sociocul-
tural, and cognitive development. The physical changes of puberty—including growth
and maturation of multiple organ systems such as the reproductive organs and brain—
lay a biological foundation for the other developmental changes. The adolescent brain
is rewired, with resulting maturation of cognitive abilities in early adolescence. When
these new cognitive abilities are combined with life experiences, we often observe
development of social judgment, including judgment about risk and safety. Adoles-
cence is also marked by critical transformation in the relationship of a young person to
the world, as the social circles of peers and the adult worlds of work, pleasure, and
social responsibility become more central and the family circle becomes somewhat
less prominent—at least temporarily. Adolescents must learn to deal with an expand-
ing social universe and must develop the social skills to find friendship, romance,
employment, and social standing within multiple social spheres. Finally, a critical task
of adolescence is the establishment of a stable sense of identity and the development of
autonomy or agency. This development of identity often occurs only after a period
of exploration, of trial and error in social roles and social behaviors. Although most
adolescents navigate the often turbulent course from childhood to adulthood to become
healthy adults and productive citizens, many fail to do so. Too many fall prey to social
and behavior morbidities and mortality, and many fail to achieve their full potential as
workers, parents, and individuals. Many suffer substantial short-term impairment and
disability, and for many this impairment extends into adulthood. Many of these fail-
ures of adolescent development are the result of preventable health risk behaviors.

Adolescence is marked by increasing involvement in health risk behaviors. Between
the ages of twelve and twenty-five, we observe the initiation of myriad health risk
behaviors, including alcohol and drug use, smoking, sexual behaviors, delinquency,
and behaviors leading to intentional and unintentional injuries—all of which can
adversely influence health in the short and long term. For example, alcohol and drug
use are the proximate causes of unintentional injuries during adolescence; they also can
lead to adult addiction and social and health impairment. Sexual behaviors often result
in unplanned pregnancy and sexually transmitted diseases, including HIV infection.
These adolescent risk behaviors may profoundly influence health in adulthood.

Paradoxically, the rise in health behavior-related morbidities is the result of pub-
lic health success in controlling and eliminating infectious diseases. As the result of
advances in medical and public health understanding and technologies such as clean
water, sanitation, and vaccines, enormous progress was made throughout the nine-
teenth and twentieth centuries in controlling these traditional causes of morbidity and
mortality. Today adolescents in the developed world are primarily at risk from dis-
eases that originate from behavioral and social circumstances. For example, a teen in
the United States is much more likely to die from handgun violence or a motor vehicle
injury than polio or whooping cough.

How can we explain this explosion of risk taking within each new cohort of
adolescents? Multiple explanations have been suggested, most of which are explored
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in this volume. From an evolutionary viewpoint, risk taking may have had important
survival value, with inquisitive young humans exploring new lands and willing to
develop new ways of surviving in hostile environments. As such, developmental
psychology often discusses risk taking as normal adolescent exploration that is an
important part of the learning process of a young person.

Social and cultural factors including family instability, poverty, and racism also
seem to drive adolescent risk-taking behaviors. While these responses may seem mal-
adaptive from a societal viewpoint, they can also be seen as adaptive responses to
unsupportive circumstances. Risk taking may also exist simply as part of the adoles-
cent’s new identification with peers and the desire to attain adult status. Recent attempts
to understand adolescent resiliency and the positive health impact of school and com-
munity connectedness can be seen as reciprocal processes: adolescents with greater
social capital or with greater identification with society’s benefits and values may be
more likely to eschew risk behaviors. Finally, these processes of risk taking can
be understood at the level of brain chemistry, at the level of individual autonomic
responses, and even as social processes that support risk taking.

Today preserving health is a function of understanding and altering the risk behav-
ior of entire populations. This realization is vital because it suggests that population-
based strategies to improve public health must begin early, before risk behaviors
become ingrained habits. The implication, then, is that adolescents should be the pri-
mary foci of health promotion efforts. To understand the rich potential to affect public
health through intervention with adolescents, consider just a few examples.

The current epidemics of obesity and diabetes in the United States are an out-
growth of sedentary behaviors combined with the overconsumption of high-calorie or
empty-calorie food products (such as soda, chips, burgers, and fries). Similarly, the epi-
demic of hypertension in the United States is being addressed by changing the dietary
and exercise behaviors of adolescents before they develop essential hypertension.
Clearly, the public health battle to prevent cancer involves the prevention of tobacco
use above and beyond any other single risk factor. Given the strong addictive proper-
ties of nicotine, it becomes clear that prevention efforts aimed at nonsmokers or new
smokers are highly likely to serve public health; thus, once again adolescents become
the critical population.

DISCUSSION QUESTIONS

1. What biological and physiological changes occur during adolescence? How does
the sociocultural environment interact with these changes to affect the development
of individual identity and later risk-taking behavior?

2. Discuss reasons why preventive interventions should focus on adolescents as a
means to preserve health and alter risk.
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LEARNING OBJECTIVES

After studying this chapter, you will be able to
Explain the trends in morbidity and mortality among adolescents and young
adults over the last twenty-five years.

Discuss how high-risk adolescent behavior can affect health outcomes in
adulthood.

Recognize that adolescents and young adults are not a homogeneous group;
rather, they are part of larger subgroups with diverse risk profiles.
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Adolescence is an age of transition between childhood and adult-
hood. During this critical time, health habits and behaviors are estab-
lished that affect health not only during adolescence but throughout
the lifespan. Viewed in this context, the health and health care of
adolescents take on even greater importance and much greater
urgency.

In this chapter, we have chosen to define adol escence and young
adulthood as encompassing the ages of ten through twenty-four
years. This range includes early adolescents, ages ten through thir-
teen, who are making the transition from childhood into adoles-
cence, as well as individuals ages nineteen through twenty-four,
who are making the transition into adulthood. Given the economic,
social, educational, and cultural changes in the United States over
the last few decades, it is important to consider both early adoles-
cents and young adults along with the middle adolescent ages of
fourteen through eighteen when discussing the health of this
population.

POPULATION CHARACTERISTICS

The 63 million adolescents and young adults ages ten through twenty-four in the
United States accounted for about 21 percent of the population in the country in 2006
(Centers for Disease Control and Prevention [CDC], 2007a). Approximately 60 per-
cent of this population is non-Hispanic white, 15 percent non-Hispanic African Ameri-
can, 4 percent Asian or Pacific Islander, and 1 percent American Indian or Alaskan
Native. Eleven million adolescents and young adults, or 17 percent, reported their eth-
nicity as Hispanic or Latino.

Since 1990, the Hispanic population of adolescents and young adults has increased
by 92 percent, while the African American population in this age group hasincreased by
25 percent and the non-Hispanic white population has increased by only 2.7 percent
(see Figure 2.1). Hispanics are thus the largest minority group of adolescents and young
adultsin the United States.

The United States continues to be a country of immigrants. In 1990, 19 percent of
adolescents less than twenty years of age lived in immigrant families. This increased
to 22 percent by 2004 (U.S. Census Bureau, 2004). In 2006, there were 10.2 million
adolescents and young adults (16.4 percent) who were living in poverty, accounting
for 27.7 percent of all people in poverty in the United States (U.S. Census Bureau,
2007). There were an additional 12.5 million who were living at incomes between 100
and 200 percent of the poverty level. Over 12.5 million adol escents and young adults—
or one in five—were uninsured in 2007, accounting for 26.6 percent of the 47 million
uninsured people in this country.
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Race and ethnicity of U.S. population ages ten
to twenty-four years, 1990-2006
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MORTALITY

Overal mortality among individuals 10 through 24 years has decreased over the last
twenty-five years (1980 to 2004), as shown in Figure 2.2. Mortality has fallen from
30.8 per 100,000 to 18.7 among 10- to 14-year-olds, from 97.9 to 66.1 among 15- to
19-year-olds, and 132.7 to 94.0 among 20- to 24-year-olds (CDC, 2007b). However,
during thistwenty-five-year period, the decline has not been constant for all age groups.
Death ratesamong 15- to 19-year-oldsincreased by 10 percent between 1985 and 1991,
and by 4.7 percent among 20- to 24-year-olds between 1985 and 1988, and again by
6.2 percent between 1999 and 2003. This trend is remarkable because these are the
only age groupsin the United States for whom mortality rates actually increased during
this period. To better understand these trends in mortality, it is necessary to disaggre-
gate the data and examine etiologic groups.

Mortality from Natural Causes

Mortality from cancer has decreased steadily among all three adolescent age groups
over the last twenty-five years (see Figure 2.3). Cancer deaths dropped by 40.5 percent
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among 10- to 14-year-olds, 33.3 percent among 15- to 19-year-olds,
and 34.7 percent among 20- to 24-year-olds. Deaths from cardiac dis-
ease showed similar large declines, of 28.6 percent, 31.3 percent, and
18.9 percent in the three age groups, respectively. Respiratory disease—
related death showed little progress among the 10- to 14-year-olds, but
declined by approximately 25 percent in the two older age groups.
Deaths from infectious causes were stable among the two younger
cohorts, but actually increased by 60 percent (from 1.0 to 1.6) among
20- to 24-year-olds. Thisincrease is due to deaths related to HIV infec-
tion, which accounted for 30,243 deaths among 20- to 24-year-olds
from the beginning of the epidemic to 2002.

Mortality from Injuries

Injury—specificaly unintentional injury, homicide, and suicide—
accounts for almost three-quarters of al mortality in this age group.
Overdl injury mortality has declined substantially among people this
age over the twenty-five-year period, although the aggregate data hide
some important subgroup differences described below. Injury deaths
decreased by 44.7 percent, 34.4 percent, and 32.3 percent among 10- to 14-,

Mortality from all causes for ages ten to twenty-four
years, U.S., 1981-2004
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15- to 19-, and 20- to 24-year-olds, respectively. Aggregete data aso hide
the condderable gender differences in mortdity. Mdes have higher
mortality rates than females, across these three age groups and for all
three causes of injury mortality. For ages 10 through 24, the gap is
highest for homicide, with males at a rate more than five times that of
females. For unintentional injury mortality, males have just under five
times the rate of females; for suicide, thisratio is 2.5.

Unintentional Injuries Mortality dueto unintentional injuriesdeclined

steadily over the last twenty-five years in all three age groups. 53.0

percent among 10- to 14-year-olds, 44.4 percent among 15- to 19-

year-olds, and 39.6 percent among 20- to 24-year-olds (see Figure 2.4).

The largest single cause of adolescent and young adult mortality is

motor vehicle crashes. There have been substantial and similar

decreasesin death rates from motor vehicle crashes across all three age

groups: 40.9 percent decrease among 10- to 14-year-olds, 41.2 percent among 15- to
19-year-olds, and 40.7 percent among 20- to 24-year-olds. Motor vehicle crash rates
peak for ages 20 through 24 and then decrease throughout the life span until age 70,
when they peak again.

Mortality from selected causes for ages ten to twenty-
four years, U.S., 1981-2004
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Mortality from unintentional injuries for ages ten
to twenty-four years, U.S., 1981-2004
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Homicide Homicide rates demonstrated the largest fluctuation among all causes of
deaths for adolescents over the last twenty-five years (see Figure 2.5). In all three
age groups, homicide death rates were lower at the end of the period than at the
beginning. All three age groups, however, had increases in the homicide rates dur-
ing the late 1980s and early 1990s, peaking in 1993 and then declining to levels
last seen in the 1960s through 1970s. Nearly all of this increase was due to homi-
cides involving guns. Although the causes of this increase (and subsequent
decrease) are complex, the sudden appearance of crack cocaine on the East and
West Coasts and then spreading inland played a large role (Blumstein, Rivara, &
Rosenfeld, 2000).

Suicide Trends in suicide deaths among adolescents and young adults are complex
(Figure 2.6). Suicide increased among 10- to 14-year-olds from 0.8 deaths per 100,000
in 1980 to 1.34 in 2004. However, during that twenty-five-year period suicides
increased in this group of young adolescents to a peak of 1.72 per 100,000 in 1995
before slowly dropping to their current levels. This represents a 115 percent increase
from the rate in 1980. Suicide rates among 15- to 19-year-olds were lower in 2004
than in 1980. Again, however, this masks a 34 percent increase during the 1980s. Only
among 20- to 24-year-olds was there a slow, steady decline in suicide deaths by an
average of 1 percent per year over this twenty-five-year period.
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Mortality from homicide for ages ten to twenty-four
years, U.S., 1981-2004
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Mortality from suicide for ages ten to twenty-four
years, U.S., 1981-2004
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Unfortunately, suicide rates among 10- to 24-year-olds have risen recently by
8 percent in 2003-2004 (CDC, 2007c). This overall increase was due to arise in
suicide among 10- to 19-year-old females and 15- to 19-year-old males. Although
firearms remain the most common method of suicide for ages 10 through 24,
hanging and suffocation have become more common among all suicides in this age
group and now represent the most common method for completed suicides among
females.

HIGH-RISK BEHAVIORS AS UNDERLYING CAUSES OF DEATH

By traditional markers such as rates of mortality, chronic disease, and hospitalization,
adolescents and young adults are healthy. Most health problems in this age group stem
from high-risk behaviors that jeopardize health. Moreover, these behaviors also have
implications for health outcomesin the long term, including premature death. In 1993,
McGinnis and Foege published a seminal paper on the actual causes of death in the
United States. Thiswas updated in 2004 by Mokdad et a., who described actual causes
of death in 2000 (Mokdad, Marks, Stroup, & Gerberding, 2004). Half of all deaths are
due to potentially modifiable factors. tobacco, poor diet and physical inactivity, alco-
hol consumption, microbial agents, toxic agents, motor vehicle crashes, guns, sexual
behavior, and illicit drugs. Most important for both this chapter and the
rest of thisbook isthat all these modifiable behaviors also occur in ado-
lescents and young adults, and for some behaviors (such as smoking)
the majority begin during adolescence. Some behaviors and negative
outcomes—including use of tobacco, acohol, and illicit drugs and the
rate of sexually transmitted infections—peak in the late teens and early
twenties.

Tobacco Use

An estimated 440,000 people die from smoking-related causes each
year in the United States (Mokdad et a., 2004). Nearly all smoking-
related deaths occur after the age of 35, but the majority of adults who
smoke began during adolescence. Eighty-two percent of adults
who smoke started smoking before age 18, and virtually no adult smok-
ers start after the age of 25. Young adults ages 18 to 25 have the highest
prevalence of recent smoking—60 percent higher than that of adults
over the age of 25 (Substance Abuse and Mental Health Services
Administration, 2007).

Thetrendsin any daily use of tobacco in the prior thirty days show a
steady decline of use by twelfth graders between 1980 (20.3 percent) and
1992, when daily smoking reached a nadir of 17.2 percent in this age
group (see Figure 2.7; Substance Abuse and Mental Health Services
Administration, 2007). However, rates subsequently increased to a peak
of 24.6 percent in 1997 and have since declined to alow of 12.2 percent
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in 2006. Among young adults ages 19 through 28, the prevalence of daily smoking in
the prior nineteen days decreased between 1986 and 1994, stahilized for a decade, and
then decreased again in the last two years to 18.6 percent in 2006. Recent studies sug-
gest that nicotine addiction and symptoms of dependence can begin very soon after the
onset of smoking, and they emphasize the dangers of early smoking exposure among
youth (Kandel & Chen, 2000; DiFranza, Savageau, Fletcher, O’ Loughlin, et al., 2007,
DiFranza, Savageau, Fletcher, Pbert, et a., 2007; Rubinstein, Thompson, Benowitz,
Shiffman, & Moscicki, 2007).

Prevention of smoking-related deathsis likely to be more successful if undertaken
on a population basis to prevent regular smoking initiation than on an individual basis
to promote cessation, especially among adolescents. The available evidence indicates
that smoking cessation programs for adolescents have some effectiveness, but the
effect sizeis small (about a 3 percent absolute difference in cessation; Sussman, Sun,
& Dent, 2006). School-based smoking prevention programs have been popular, but
there is little evidence that these programs have long-term effects on prevention of
smoking (Wiehe, Garrison, Christakis, Ebel, & Rivara, 2005). In contrast, programsto
increase the tax on cigarettes and implement smoking counteradvertising can poten-
tially reduce adolescent smoking by as much as 26 percent (Rivara, Ebel, et a., 2004)
and can result in large cost savings of between $590,000 and $1.4 million per life
saved (Fishman et a., 2005).
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Poor Diet and Physical Inactivity

Between the publication of the paper by McGinnis and Foege (1993) and its update by
Mokdad and colleagues (2000), overweight and obesity became a dramatically worse
problem (Ogden et al., 2006). The changes in weight among adolescents and young
adultsin the United States as documented in the National Health and Interview Surveys
over the last forty years clearly demonstrate this change. In 1966-1970, the mean
weight of 12-year-old males was 42.9 kg and 46.6 kg for females this age. In 1999
2002, this had increased by 16.6 percent to 50.4 kg for males and by 11.6 percent to
52.0 kg for females (Ogden, Fryar, Carroll, & Flegal, 2004). Among 19-year-olds, mean
weight increased by 7.7 percent among males and 14.1 percent among femal es between
the 1971-1974 survey and the 1999-2002 survey. There were substantial changes
in the weights of 20- to 29-year-olds as well; mean weight in males increased by 12.0
percent and among females by 18.4 percent between 1960-1962 and 1999-2002.

The CDC has defined overweight as a body mass index (BMI) of 95 percent or
higher for age and gender. The proportion of adolescents ages 12 through 19 who were
overweight has nearly tripled, from 6.1 percent in 1971-1974 to 17.4 percent in 2002—
2004 (see Figure 2.8). Thistrend in overweight has not been uniform across ethnic and
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racial groups. In 2003—-2004, non-Hispanic black girls ages 12 through
19 had the highest prevalence of overweight in this age group—25.4
percent. The prevalence of overweight also increased the most in this
age group, nearly doubling between 1988-1994 and 2003—2004.

Overweight represents a mismatch between energy intake and

energy expenditure, and is due to both poor diet and physical inactivity.

The average number of calories consumed today is substantially higher

than in the past. Moreover, the content of the diet has changed dramati-

cally. One-third of children and adol escents consume fast food on atyp-

ical day (Bowman, Gortmaker, Ebbeling, Pereira, & Ludwig, 2004).

Those who ate fast food consumed an average of 187 kcal more per day,

including 9 grams more fat and 24 grams more carbohydrates. Over-

consumption of fast food occurs in adolescence regardless of body

weight, but overweight adolescents are less likely to compensate with

increased energy intake at other times of the day, compared to nonover-

weight adolescents (Ebbeling et al., 2004). Another significant source of “empty calo-
ries’ among adolescents is soft drink consumption (Berkey, Rockett, Field, Gillman,
& Colditz, 2004; AAP Committee on School Health, 2004). In one study, each addi-
tional sugar-sweetened drink consumed by children was associated with a 0.24 kg/m?
increasein BMI (Ludwig, Peterson, & Gortmaker, 2001).

Unfortunately, a minority of adolescents engage in adequate physical activity. In
2005, only 36 percent of high school—aged adol escents had levels of physical activity
that met recommended levels (CDC, 2006b). Males were more likely to
meet the recommended levels than were females; non-Hispanic black
girls ages 12 through 19 had the lowest proportion meeting recom-
mended activity levels. Less than two-thirds of adolescents (64.1 per-
cent) reported a more moderate level of activity, exercising for twenty
minutes to promote cardiovascular fitness three or more times a week.

This figure has changed little since it was first measured in 1993.

The health consequences of this poor diet and physical inactivity
among adolescents are many, and they are both immediate and long term.
Theimmediate consequences haveincluded amarked increasein thenum-
ber of adolescentswithtypell diabetesmellitus. Inthe 19992002 National
Health and Nutrition Examination Survey, 0.5 percent of adolescents ages
12 through 19 years reported having diabetes, anong whom 29 percent
reported type |l diabetes (Duncan, 2006). However, in asubsample of ado-
lescents who did not report diabetes, 11 percent had impaired fasting glu-
cose levels. Thisis equivaent to 39,000 adolescents ages 12 through 19
years with diabetes and 2.7 million with impaired glucose tolerance.

The longer-term consequences relate to the continuity in overweight
over time. Although few adolescents will suffer the consequences of their
obesity and lack of physica activity during their youth, nearly all over-
weight adolescents will be overweight as adults (Deshmukh-Taskar et al.,

2006; Whitaker, Wright, Pepe, Seidel, & Dietz, 1997). In the Bogalusa
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Heart Study, for example, nearly 90 percent of overweight adolescents became over-
weight adults (Freedman et a., 2005a; Freedman et a., 2005b).

Alcohol Use

Approximately 60,000 people of all ages die in the United States annually from al co-
hol-related causes (Rivara, Garrison, Ebel, McCarty, & Christakis, 2004). About half
of these deaths are due to heavy episodic drinking and half are due to chronic medium
and high levels of regular drinking. Deaths from chronic drinking are uncommon
during adolescence and young adulthood, whereas episodic drinking is a significant
cause of death in people this age, primarily because of alcohol-related motor vehicle
crashes.

Alcohol use is common during adolescence and peaks during young adulthood,
with 28 percent of 12- to 20-year-olds in 2005 reporting that they consumed alcohol in
the prior month. Among ninth through twelfth graders, 43 percent had at least one
drink of acohol in the prior month, and one-quarter report binge drinking in the prior
month (Substance Abuse and Mental Health Services Administration, 2007). Asshown
in data from the Youth Risk Behavior Surveillance System, there have been decreases
in drinking among high school youth in the first part of this decade, but no changesin
the last few years (CDC, 2006b).

Data from the National Survey on Drug Use and Health may be more accurate
because they include youth who are not in school. The data are less encouraging in
that no group of adolescents shows a sustained decrease in binge drinking from 2002
through 2008, and binge drinking in young adults age 21 to 25 has actually increased
substantially (see Figure 2.9). This type of drinking represents the most hazardous
drinking for youth, because it markedly increases the risk of adverse consequences
such as motor vehicle crashes, violence, unwanted sexual activity, and risky sexual
behavior (Davis, Hendershot, George, Norris, & Heiman, 2007; Goldstein, Barnett,
Pedlow, & Murphy, 2007). These data also show that the prevalence of binge drink-
ing among people of all ages peaks at age 21.

The other consequence of early initiation of alcohol consumption, especialy
heavy consumption, is the increased risk for later alcohol dependence and adverse
effects from chronic heavy drinking. The median age of onset of alcohol-use disor-
dersis ages 19 through 20. A number of studies have shown that the earlier drinking
begins, the greater therisk of alcohol use disorders (Grant & Dawson, 1997; Hingson,
Heeren, Levenson, Jamanka, & Voas, 2002; Hingson, Heeren, Winter, & Wechsler,
2003; Hingson, Heeren, & Zakocs, 2001; Hingson, Heeren, Zakocs, Winter, &
Wechsler, 2003). More than 40 percent of those who begin drinking at age 14 or
younger develop alcohol dependence, compared with 10 percent of those who begin
drinking at age 20 or older (Hingson, Heeren, & Winter, 2006). Data from the
National Longitudinal Survey of Youth indicate that 14 percent of males ages 17
through 20 who engage in hazardous drinking continue to do so at ages 30 through
31, compared with only 4 percent of adolescents who were not harmful drinkers
(McCarty et al., 2004).
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As with smoking, the most successful interventions to prevent haz-
ardous drinking among adolescents and young adults and decrease the
risk of harm from it are popul ation-based measures. Theseincluderaising
the legd drinking age to 21 years, lowering the legal blood alcohol limit
for driving to 0.08 for those over 21 (and zero tolerance for those under
21), administrative revocation of licenses for drunk driving, and raising
the alcohol tax. The federal tax on acohol has not kept up with inflation,
and raising it one dollar per six-pack of beer could reduce deaths from
harmful drinking by 1,490 deaths annualy, equivalent to 31,130 dis-
counted years of potentia life saved (Hollingworth et al., 2006).

Hlicit Drugs

According to the National Survey on Drug Use and Health, the most
common illicit drugs used by 12- to 17-year-olds in the prior month
during 2006 were marijuana (6.7 percent of adolescents), psychothera-
peutic agents (3.3 percent), inhalants (1.3 percent), and hallucinogens
(0.7 percent; Substance Abuse and Mental Health Services Administra-
tion, 2007). Among 18- to 25-year-olds, the most common illicit drugs
were marijuana(16.3 percent of adolescents), psychotherapeutic agents
(6.4 percent), cocaine (2.2 percent), and hallucinogens (1.7 percent).
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The peak age for illicit drug use among people of any age is 18 to 20 years. As
shown in Figure 2.10, there has been some fluctuation over the decade, but no dra-
matic trends are evident in this graph. However, it is important to realize that in 2006
an estimated 2.8 million persons aged 12 or older used anillicit drug for the first time
within the past twelve months; this averages to nearly 8,000 initiates per day. The
average age of initiation among persons 12 through 49 years was 19; the average
age for initiation of PCP use was 16.3 years.

There are also important geographic differences. Illicit use of prescription pain
relievers (such as OxyContin) among 12- to 17-year-olds is highest (8.7 percent) in
areas with populations of fewer than 250,000; in large metropolitan areas, 6.9 percent
of youth of this age report past-month use (Substance Abuse and Mental Health Ser-
vices Administration, 2007). Among 18- to 25-year-olds, the prevalence is 13.5 per-
cent and 11.0 percent, respectively.

Sexual Behavior

Among high school students in grades nine through twelve, approximately one-third
have been sexually active in the prior three months (see Figure 2.11). This proportion
has decreased by 9.6 percent since 1991. By ages 18 through 19, the mgjority of both
males and females have been sexually active in the prior twelve months with partners
of the opposite sex (see Figure 2.12). This increases to approximately 85 percent for
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both sexes by ages 20 through 24. By ages 18 through 19, approximately 5 percent of
males and 14 percent of females have had at |east one same-sex partner.

Risky sexual behavior is relatively common among adolescents in the United
States, although there has been some significant improvement in trends over the last
decade (Mosher, Chandra, & Jones, 2005). According to the 2005 Youth Risk Behav-
ior Surveillance, 3.7 percent of females and 8.8 percent of males had had first sex
before age 13, compared to 5.1 and 15.1, respectively, in 1991 (CDC, 2006b). Among
high school—aged youth, approximately 14 percent have had four or more sexual
partners—a 23.6 percent reduction since 1991 (see Figure 2.11). Condom use among
this group during last sexual intercourse has increased from 46.2 percent in 1991 to
62.8 percent in 2005 (see Figure 2.13). However, sexua activity after alcohol or drug
use—a known risk factor for STD and unwanted pregnancy—continues at more than
onein five sexual encountersin this age group.

Chlamydia rates in women ages 15 through 24 have increased over the last five
years, whereas rates among 10- to 14-year-olds have decreased somewhat (Figure 2.14).
Thismay not represent an actual increasein cases, but better casefinding dueto improved
screening (CDC, 2006a). On the other hand, AIDS cases among adolescents, at a low
around 1998-1999, have increased by 75.9 percent among 13- to 19-year-olds, and 46.5
percent among 20- to 24-year-olds, reflecting continued risk of STD among adolescents
and young adults (Figure 2.15).

Sexual behaviors during last sexual intercourse among
ninth through twelfth graders
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Births to teenagers continue to decline since the early 1990s, although there has been
an upswing in 2006, the first reported increase since 1991 (Hamilton, Martin, & Ventura,
2007). Therate of births to women 15 through 19 years of age was 41.9 hirths per 1,000
women in 2006, compared to 40.5 in 2005. The 2005 rate was the lowest rate recorded in
the last sixty-five years. The rate for teens ages 10 through 14 has remained low, &t 0.6
births per 1,000 (Hamilton, Martin, & Ventura, 2007; Hamilton, Minino, et d., 2007).
Equally encouraging is that the overall teenage pregnancy rates have also declined sub-
stantialy, by 35 percent from the peak in 1990, at 115.8 per 1,000, to 76.4 per 1,000 in
2002 (Guttmacher Ingtitute, 2006; Ventura, Abama, Maosher, & Henshaw, 2007).

Injury-Related Behavior

A variety of behaviors can dramatically affect an individual’s risk of serious or fatal
injury. Perhaps the most important is seat belt use. The proportion of high school stu-
dents who report rarely or never wearing a seat belt has decreased by 61 percent since
1991, to 10.2 percent in 2005 (CDC, 2006b). Fewer adolescents report riding in the
past month with a driver who had been drinking; in 2005 this figure was 28.0 percent,
down from 39.9 percent in 1991 (a 30 percent decrease). Less than 10 percent of ado-
lescents reported that they drove after drinking in 2005, compared to 16.1 percent in
1991. The proportion of respondents who reported carrying a weapon in the prior
thirty days decreased from 26.1 percent to 18.5 percent in 2005.

MENTAL HEALTH

Mental health problems have a significant impact on functioning and well-being for
people of al ages, including adolescents and young adults. This impact has been well
documented using the “burden of disease” concept. This concept takes into account
not only mortality and the age at death, but morbidity as well. Thisis especialy rele-
vant for considering the impact of chronic illness, in which most people do not die, but
have lives marked by substantial disability. The unifying metric for thisisthe disability-
adjusted life year, or DALY (McKenna, Michaud, Murray, & Marks, 2005), which
takes into account the degree to which an individual with anillnessis not able to func-
tion fully, the age of onset of the disability and its duration, as well as the number of
deaths and the age at death. It isthe sum of years of lifelost due to death plusthe years
of healthy life lost due to disability from disease or injury.

According to the World Health Organization, in 2002 (the last year available)
12,781 DALY s per 100,000 population were lost from al causes in the United States.
Noncommunicable diseases accounted for 10,367 DALY's, and neuropsychiatric dis-
orders accounted for amost half of this, at 4,208 (World Health Organization, 2004).
The single largest cause of DALY s lost in the United States was unipolar depression,
accounting for 1,651 DALY slost per 100,000 population in 2002.

Aswith risky behaviors, many mental health problemsfirst emergein adolescentsand
young adults. Recent datafrom the National Comorbidity Survey Replication demonstrate
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both the common prevalence of mental illnessand the fact that most mental
health problemsfirst appear before adolescence ends (Kesder et d., 2007).
In this population of adults ages 18 and older surveyed in 20012003, the
most common menta health disorders during the lifetime were maor
depressive disorder (16.6 percent) and acohol abuse (13.2 percent). As a
class, anxiety disorders were most common (28.8 percent), followed by
impulse control disorders (24.8 percent), mood disorders (20.8 percent),
and substance abuse (14.6 percent; Kesdler et a., 2007).
As shown in Table 2.1, the median age of onset for any mental
health disorder was 14 years, with an interquartile range of 7 through 24
years. Thismeansthat 25 percent of people who develop amental health
disorder during their lifetimes will have onset by age 7, 50 percent by
age 14, and 75 percent by age 24. Anxiety disordershad an even younger
median age of onset. For impulse control disorders, 75 percent had their
onset by age 15, and 95 percent by age 23. Mood disorders had the lat-
est median age of onset; nevertheless, 25 percent first occurred by age
18. The prevalence of mood disorders then increases linearly through
middle age. Substance use disorders generally do not appear until young
adulthood, but then increase rapidly in prevalence so that by age 27, 75 percent of peo-
ple with substance use disorders would have had their onset. The age of onset of the
various mental health disorders appears to be very similar across countries where it
has been studied (Kessler et al., 2007).
The National Comorbidity Survey Replication reported that approximately
1.5 percent of people had a lifetime prevalence of probable nonaffective psychoses

Median age of onset of mental health disorders

Median Age of Onset  Interquartile Range

(years) (years)
Any disorder 14 7-24
Anxiety disorders 11 6-21
Any mood disorder 30 18-43
Any impulse control disorder 11 7-15
Any substance use disorder 20 18-27

Source: Kessler et al., 2007.
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(Kessler et a., 2007). Treatment data from Australia indicate that the median age of
presentation for thefirst episode of psychosiswas 22 years, with an interquartile range
of 19 through 25 years (Kessler et al., 2007). Thus, as with the disorders studied in the
National Comorbidity Survey Replication, the majority of psychoses have their onset
during adolescence and young adulthood (Kessler et al., 2007). Treatment of mental
health disorders becomes more difficult and less successful with increasing duration
of symptoms before therapy is begun. Among patients with DSM-IV disorders, only
41.1 percent had received treatment in the prior year (Wang et al., 2005).

SUMMARY

The period of adolescence and young adulthood is a complex time in the life course of

an individual. Most of the morbidity and mortality that occurs during this period is
related to individuals beginning to experiment with and assume a variety
of adult roles. Many high-risk behaviors among adults first began during
adolescence and become well-established patterns of behavior by young
adulthood (Park, Mulye, Adams, Brindis, & Irwin, 2006).

The trends over the last twenty-five years in these markers of ado-
lescent and young adult health have been mixed (Park et a., 2006).
Deathsfrom natural causes havelargely declined, except for theincrease
during the 1990s in deaths from HIV infection. Deaths from external
causes of unintentional injuries have also dropped, in some cases fairly
dramatically, though deaths from violence have not decreased. The
recent increase in suicide deaths among middle adolescents is of major
concern, and the underlying reasons for this change must be examined
and addressed.

Many of the behaviora markers have also declined over the last
two decades, indicating that most adolescents and young adults are
healthy and leading lives that are likely to result in a healthy adulthood.
However, this trend is not true for al behaviors or for all groups. For
example, the recent increasein the rate of births to teensin middle ado-

lescence is of major concern and may reflect changes in the economy, a relaxation of
fear of HIV infection, and changesin socia networking. The heterogeneity of the ado-
lescent and young adult population and their profiles reflect the heterogeneity of
American society. Though a cause for celebration, this heterogeneity also requires a
thoughtful, nuanced approach to efforts to improve the health of the individual adoles-
cent and young adult as well as that of the entire population.

KEY TERMS
Adolescence and young adulthood Moderate level of activity
Burden of disease concept Overweight

Disability-adjusted life year (DALY)
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DISCUSSION QUESTIONS

1. How has adolescent risk behavior changed over the last twenty-five years in the
early, middle, and late stages of adolescence?

2. Explain the relationship between adolescent-onset mental health problems and
disability-adjusted life years (DALYs).

3. Which adolescent risk behavior outlined in this chapter is most amenable to
change? Which would you target as afocus of intervention? Why?
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THEORIES OF
ADOLESCENT
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BIOPSYCHOSOCIAL
MODEL
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LEARNING OBJECTIVES
After studying this chapter, you will be able to
Analyze a multidimensional framework in which socioenvironmental factors

affect existing biological and psychological predispositions to influence risk-
taking behavior.

Summarize existing unidimensional theories of adolescent risk-taking
behavior.

Describe future directions for using the biopsychosocial model in understand-
ing adolescent risk taking.
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Adolescence is astage of life characterized by marked physical, cognitive, social, and
emotional change. Normative adolescent development consists of increased indepen-
dence, a change in family relationships toward greater interdependence, prioritizing
peer affiliations, identity formation, increased awareness of morals and values, and
cognitive maturation, al of which are set against the backdrop of rapid physiological
change. Along with the enormous “positive growth” seen during adolescence, this
developmental stage also brings increased exploration and risk taking. Risk is defined
as achance of loss, and risk taking is often defined as engaging in risky behaviors that
may have harmful consequences (Beyth-Marom & Fischoff, 1997).

Although risk-taking behaviors are considered to be a normative part of adoles-
cence, these behaviors are nonetheless concerning to parents, teachers, clinicians,
researchers, and society because they endanger adolescents' health and well-being.
For instance, adolescents frequently engage in health-endangering and problematic
behaviors including use of tobacco and alcohol, experimentation with drugs, unsafe
sexual activities, poor eating habits, as well as delinquent actions (Sullivan & Terry,
1998; Grumbaum et al., 2004).

Unfortunately, the behaviors established during adolescence often become major
contributors to the health problems of adults (Park, Mulye, Adams, Brindis, & Irwin,
2006). The potentia long-term result of prevalent adolescent risk-taking behaviors
include substance abuse, unwanted pregnancies, sexually transmitted infections (ST1s)
including HIV, obesity or other health problems caused by problem eating (eating dis-
orders), and serious criminal activity. For instance, in 2006 the Monitoring the Future
Study found that 45.3 percent of high school seniors had consumed alcohol and 18.3
percent had used marijuanain the past thirty days, and that the use of prescription-type
drugs was high (Johnston, O’ Malley, Bachman, & Schulenberg, 2006). Moreover, for
the first time in fourteen years, the adolescent pregnancy rate rose in 2006 (Centers
for Disease Control and Prevention [CDC], 2008), and recent reports indicate that one
in four adolescent females have had an STI. Finally, juveniles accounted for 17 percent
of al arrests and 16 percent of all violent crime arrestsin 1999, including 14 percent of
aggravated assault arrests, 17 percent of forcible rape arrests, and 24 percent of weap-
ons arrests (Snyder, 2000). Adolescent death can be the ultimate consequence, with
most cases of mortality (approximately 75 percent) in the United States during the
adol escent period resulting from preventable causes like accidents, homicide, and sui-
cide (Fingerhut & Anderson, 2008). Thus, understanding adolescent risk taking has
become a public health priority.

A variety of factors, including biological, psychological, and environmental, have
been found to be associated with adolescent risk-taking behaviors. However, many
theories of risk-taking behavior are unidimensional and focus predominantly on one
domain of factors—whether biological, psychological, or environmenta—as they
affect risk taking. To provide a more comprehensive framework for examining the
range of factors thought to influence the likelihood of adolescents engaging in risk-
taking behavior atheory or model must simultaneously take into account the roles of
biology, psychosocia influences, and the environment. In line with this ideology,
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a recent report from the working group of the National Institutes of
Health (NIH) Advisory Committee on research in the basic behavioral
and social sciences has prioritized the need for a better understanding of
the interaction among biology, environment, and behavior and empha-
sizes the utility of such an approach for advancing our understanding of
behavior, particularly behaviorswhich place one at risk (Working Group
of the NIH Advisory Committee, 2004). Consistent with the recommen-
dations of the NIH Advisory Committee, the biopsychosocial model of
risk taking (Irwin & Millstein, 1986) provides a framework in which
social and environmental factors are brought to bear on existing biologi-
cal and psychological predispositions to influence risk-taking behavior.

The remainder of this chapter reviews some of the unidimensional
theories of risk taking—the biological, psychological, and environmen-
tal theories—and provides an overview of the multidimensional biopsy-
chosocial model of risk taking. Empirical evidence supporting the
biopsychosocial model is also presented. Future directions for the util-
ity of the biopsychosocial model in advancing our understanding of
adolescent risk taking are then discussed.

BIOLOGICALLY BASED THEORIES OF RISK TAKING

Biologically based theories suggest that risk-taking behaviors result from
four sources: (1) genetic predispositions, (2) “direct” hormonal influences,
(3) the influence of asynchronous pubertal timing (puberty that begins ear-
lier or later than that of peers), and (4) brain and central nervous system
development. Examples of each type of biological influence are presented herein turn.

Genetic Predispositions

The familial nature of health risk behaviors has led some to speculate about the role of
genetic predispositionsin risk-taking behaviors. Evidence from family studies demon-
strates that risk-taking behaviors tend to cluster within families. For instance, certain
families have a greater propensity for injury-related behavior. Schor (1987) found that
asmall number of families accounted for a disproportionately large number of injury-
related health care visits, and individual members of these “high-injury” families had
similar rates of unintentional injuries, with injury rates being stable over time. More-
over, genetic models have been employed to explain familial patterns of substance
use. Many studies have demonstrated that children of alcoholics are more likely than
children of nonalcohalics to abuse alcohol (Adger, 1991; Marlatt, Baer, Donovan, &
Kivlahan, 1988). Twin-adoption studies have indicated that the association is more
than the product of shared environment or learned behaviors, as children of acohalic
biological parents show a greater predisposition toward alcohol abuse even when
raised by nonalcoholic adoptive parents (Cloninger, 1987).
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Historically, the study of genetic influences on human behavior has been difficult
and controversial, but with recent advances in gene mapping techniques, we now have
the capability to further explore the role of genetic predispositions. For example, with
regard to alcohol use, genetic studies support the Al alele of the D2 dopamine recep-
tor gene (DRD2) as arisk marker for acoholism and substance use disorders. Conner
and colleagues (2005) found that male adolescents with the A1(+) allele tried and got
intoxicated on acohol more often than boys without this genetic marker, providing
support for the DRD2 A1 allele asamarker identifying a subgroup of adolescent males
at high risk for developing substance use problems. Identification of other genetic
markers that predispose adolescents toward other risk-taking behaviors may be on the
horizon.

Direct Hormonal Influences

Hormones have been postulated to play a role in the onset of adolescent risk-taking
behavior, both directly and indirectly, through their role in pubertal development. For
example, Udry, Billy, Morris, Groff, and Raj (1985) found that the rise in testosterone
levels during adolescence was related to male coital debut. Female coital initiation
was related to social controls and pubertal development (Udry, Talbert, & Morris,
1986).

Influence of Asynchronous Pubertal Maturation

The timing of pubertal maturation is related to both genetics and hormonal fluctua-
tions. For example, the menarcheal ages of mothers and daughters are typically corre-
lated, and physical development is preceded by elevations in respective sex steroid
levels. Asynchronous pubertal maturation (maturation that is earlier or later than that
of peers) is hypothesized to be afactor in risk taking (Irwin & Millstein, 1986). Ado-
lescents who appear physically mature may be more apt to engage in “adult” behav-
iors such as smoking, drinking, and sexual intercourse (Brooks-Gunn, 1988). This
potential early onset of risky behaviors could be the product of associating with an
older peer group in which these behaviors may be more normative. Research indicates
that early-maturing females are more likely to initiate sexual intercourse at younger
ages (Phinney, Jensen, Olsen, & Cundick, 1990). Younger age at sexual debut is associ-
ated with less consistent contraception and increased numbers of lifetime sex partners,
resulting in an increased risk for pregnancy and STDs (Kaestle, Halpern, Miller, &
Ford, 2005; Ford et al., 2005; Manning, Longmore, & Giordano, 2000).

Brain and Central Nervous System Development

From a developmental neuroscience perspective, the slow maturation of the cognitive-
control systemin the brain, which regulates impulse control, makes adolescence atime
of heightened vulnerability for risk-taking behavior (Steinberg, 2004). According to
Steinberg (2007), adolescent risk taking is the product of both logical reasoning and
psychosocial factors. Logical reasoning abilities are mostly fully developed by the age
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of fifteen, but psychosocial capacities (impulse control, emotion regulation, delay of
gratification, and resistance to peer influence) that facilitate decision making and
moderate risk taking are guided by the cognitive-control systems in the brain, which
continues to mature well into young adulthood (Steinberg, 2004; 2007). The cognitive-
control system, which consists mainly of outer regions of the brain such as the latera
prefrontal and parietal cortices and portions of the anterior cingulated cortex, is
involved in executive function tasks like planning, thinking ahead, impulse control,
and self-regulation (Giedd, 2008). Recent research from behavioral scienceis consis-
tent with Steinberg’s position. For instance, his laboratory-based research found that
the presence of peers more than doubled the number of risks teenagers took in avideo
driving game and increased risk taking by 50 percent in college students, but had no
effect among adults (Gardner & Steinberg, 2005).

Beyond Biology

Biological development during adolescence is accompanied by physio-
logical changes in the ways in which adolescents perceive both them-
selves and the world around them. Cognitive development may occur in
concert or asynchronously with physical development. When physical
development precedes cognitive development (as is often the case with
femal es experiencing early maturation), adolescents are at increased risk
for behaviora morbidities. The socia world may have unredistic or
unhealthy expectations of mature-appearing adolescents whose lack of
experience and relative cognitive and socia maturity (or immaturity)
may increase their vulnerability. For example, when biological models
are expanded to include environmental variables, the combined effects of
biological (hormonal) and environmental (social) factors explain more
of the variation in problem behaviors (smoking cigarettes or marijuana,
drinking alcohol, or having sex) than either of these factors alone.

PSYCHOLOGICALLY BASED THEORIES OF RISK TAKING

Psychologically based theories of risk-taking behavior examine the roles of cognition,
personality traits, and dispositional characteristics such as self-esteem in risk-taking
behavior. Each of these rolesis discussed in turn here.

The Role of Cognition

Cognitive theories of risk-taking behavior look at the ways in which individuals per-
ceive risk and make decisions about risk taking. Adolescent risk perception theory has
been influenced by the premise that adolescents are “optimistically biased” in their
perception of risk or that they believe themselves invulnerable. The concept of invul-
nerability has been used to explain adolescent risk-taking behavior, athough little
evidence supports this assumption. In fact, people of all ages underestimate their
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likelihood of experiencing negative events. Adolescents do not appear to be more
biased in that regard than adults.

A great deal of work has examined the role of decision making on risk taking.
Fischoff (1992) identified five salient components of decision making: (1) identify
alternative options, (2) identify possible consequences, (3) evaluate the desirability of
the potential consequences, (4) assess the likelihood of those consequences, and
(5) combine the information to make a decision. According to Keating (1990), by mid-
dle adolescence most individuals make decisions in a manner similar to adults. By
fourteen or fifteen years of age, adolescents have the ahility to generate and evaluate a
range of dternative options. Although the decision-making process may be similar for
adolescents and adults, the content of the aforementioned components may differ sub-
stantialy based on, among other things, experience, biases, judgment, socia pressure,
and situations. In support of this position, Beyth-Marom, Austin, Fischoff, Palmgren, and
Jacobs-Quadrel (1993) found that adolescent and adult patterns of response to potential
risk were similar, with both producing more negative consequences than positive ones.
However, overall adults reported more consequences than adol escents.

There is some evidence that adolescents give greater weight to
proximal (less severe) than distal (potentially more severe) possible
consequences when making decisions. For example, Kegeles, Adler,
and Irwin (1988) found that among a group of fourteen- to sixteen-
year-olds, intentions to use condoms were not related to the adoles-
cents beliefs about the degree to which condoms prevent STDs or
pregnancy. Rather, intentions to use condoms were correlated with the
degree to which the adolescents perceived that condoms are easy to
use, popular with peers, and would facilitate spontaneous sex. Adoles-
cent smokers and nonsmokers have similar perceptions of their risk for
long-term morbidities such as cancer (Greening & Dollinger, 1991).
On the other hand, adolescent smoking prevention programs have suc-
cessfully emphasized the immediate physiologic consequences of
smoking (Flay, 1985).

With regard to perception of risk, adolescents are no worse than

adults at perceiving risk or estimating vulnerability to risk (Reyna & Farley, 2006).
For instance, Millstein and Halpern-Felsher (2002) demonstrated that increasing the
salience of the risks associated with making a potentially dangerous decision had
the same effect on adolescents and adults. Moreover, few age differences have been
foundinindividuals evaluations of the risksinherent in avariety of dangerous behav-
iors or in judgments about the seriousness of consequences resulting from risky
behavior (Beyth-Marom, Austin, Fischoff, Paimgren, & Jacobs-Quadrel, 1993).

The Role of Personality

The relative influence of individual factors on adolescent decision making may reflect
a genera tendency toward unconventional behavior. Jessor’'s Problem Behavior
Theory links “unconventionality” in personality (as well as perceived environment
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and behavioral systems) with an increased likelihood of engaging in problem behav-
iors such as risky sexual activity, substance use, and delinquency (Jessor & Jessor,
1977). Unconventionality in the personality system is represented by a greater value
placed on independence than achievement, lower expectations for academic achieve-
ment, lesser religiosity, and greater tolerance for deviance. These factors have been
correlated with problem drinking, marijuana use, and early sexual debut (Jessor, 1976;
Jessor, Chase, & Donovan, 1980).

Sensation seeking as apersonality trait has been used to explain risk-taking behav-
ior. According to Zuckerman (1979), sensation seeking is a “trait defined by the need
for varied, novel and complex sensations and experiences and willingness to take
physical and social risks for the sake of such experiences.” Zuckerman developed a
Sensation-Seeking Scale to assess individual differences in optimal levels of arousal.
There is atendency for high-sensation seekers to perceive less risk in many activities
than low-sensation seekers. But even when the evaluation of the risk involved is equal
between the two groups, high-sensation seekers are likely to anticipate more positive
potential outcomes than |ow-sensation seekers. Sensation seeking has been associated
with risk-taking behaviors such as substance abuse, reckless motor vehicle use, delin-
guency, and risky sexual behavior (Andrucci, Archer, Pancoast, & Gordon, 1989;
Newcomb & McGee, 1991; Tonkin, 1987; Zuckerman, 1991; Kalichman & Rompa,
1995). Interestingly, sensation seeking has been linked to anumber of biological mark-
ers, including electrodermal and heart rate responses, cortical evoked potentials, and
testosterone levels (Zuckerman, 1990).

The impulsivity seen among sensation-seekers may be seen in psychopathologic
states that have been linked to an increased likelihood of risk-taking behaviors, primar-
ily in male adolescents. Attention deficit hyperactivity disorder (ADHD) in males has
been associated with an increased risk for delinquency. One study found that male
youths with ADHD had arrest rates more than twice those of controls (Farrington,
Loeber, & Van Kammen, 1990, as cited in U.S. Congress Office of Technology Assess-
ment, 1991). Similarly, male youth with conduct disorders are at increased risk for alco-
hol and substance abuse (Kazdin, 1989). Finaly, neuropsychological testing reveals a
variety of cognitive differences between nonaggressive, matched control adolescents and
aggressive, violent adolescents (Moffitt, 1990, as cited in Earls, Cairns & Mercy, 1993).

The Role of Dispositional Characteristics

Self-esteem, depression, and locus of control have often been cited as theoretical pre-
dictors of risk-taking behavior. Lower self-esteem has been associated with sexual
debut in adol escent females (Orr, Wilbrandt, Brack, Rauch, & Ingersoll, 1989). Depres-
sive mood and stress are related to initiation and intensity of adolescent tobacco use
(Covey & Tam, 1990) and, more recently, to various risky sexual behaviors in both
adolescent males and females (Crepaz & Marks, 2001). Depression and external locus
of control have been implicated in substance use (Baumrind, 1987; Dielman, Campan-
elli, Shope, & Butchart, 1987). Additionally, Kohler (1996) examined the relationship
between locus of control, sensation seeking, critical-thinking skills, and risk taking
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among adolescents. He found a significant correl ation between risk taking and gender,
critical thinking, and locus of control. Research has not supported a consistent role for
any of these psychological factors, however (Dryfoos, 1990; M cCord, 1990; Spitalnick,
Younge, Sales, DiClemente, Crosby, & Salazar, under review).

Beyond the Psychological

In summary, cognitive factors such as risk perception and decision making contribute
to adolescent risk taking. Adolescents’ decision-making processes appear to differ
little from their adult counterparts, although differences appear in the content of issues
they bring to bear on their decisions. Adolescents lack adult experience interacting
with the social and environmental world in general and engaging in decision making
specifically. Their judgments cannot reflect the influence of these experiences. Sec-
ondly, the influence of peers peaks in early to middle adolescence, as reflected by the
high levels of conformity at this age. Asaresult, decisions during this period may rely
more heavily on peer input. Finally, adolescents appear to give greater weight to short-
term potential consegquences than long-term ones.

The relative strength of the influences on adolescent risk-related decision making
may reflect young people’s tendencies toward unconventionality and sensation seek-
ing. Although the tendency toward sensation seeking is clearly related to increased
rates of risk-taking behaviors, not al risk-taking behavior can be construed as sensa-
tion seeking. Psychological disequilibrium in the form of excessive aggression,
impulsivity, and attention deficit and conduct disorders increase the likelihood of ado-
lescents engaging in risk-taking behavior. And although depression has been linked to
substance abuse and risky sexual behaviors, the role of depressive mood in other types
of risk behavior has yet to be established. The evidence for a causal role for self-
esteem and locus of control isunclear.

Biological and psychological factors are themselves important determinants of
risk-taking behavior. They also are the persona filters through which socia and envi-
ronmental stimuli are interpreted and translated into action.

SOCIAL AND ENVIRONMENTAL THEORIES OF RISK TAKING

Social or environmental models of risk-taking behavior look at the roles of peers, par-
ents, family structure and function, and institutions (school and church) in risk-taking
behaviors. These theories examine how social and environmental contexts provide
models, opportunities, and reinforcements for adolescent participation in risk-taking
behaviors. The roles of family, peers, and society in risk-taking behaviors are pre-
sented in turn here.

The Role of Family

Adolescence is a time of emerging autonomy and individuation from the family.
Recent evidence suggests that most adolescents maintain close relations with their
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parents despite the “minor perturbations’ accompanying this transition (Steinberg,
1993). Moreover, the majority of adolescents cope successfully with the demands of
physical, cognitive, and emotional development during this time period (Cicchetti &
Rogosch, 2002). As aresult, a model of transformation, realignment, and revision of
roles and expectations has largely replaced traditional views of adolescent “storm and
stress.” Consistent with this view, parents continue to influence their children’s behav-
ior throughout adolescence.

Parents play an important role in determining adolescent involvement in risk
behaviors. Adolescents may “learn” to engage in risk-taking behavior by observing
their parents' behavior. Parental modeling of and permissive attitudes toward sub-
stance use have been implicated in the initiation of substance usein early adolescence
(Hawkins & Fitzgibbon, 1993; Werner, 1991). Adolescents are less likely to abuse
substances and to initiate sexual activity when parents provide emotional support and
acceptance and have a close relationship with their children (Turner, Irwin, Tschann,
& Millstein, 1993).

Family structure correlates fairly consistently with adolescent risk-taking behav-
ior. Adolescents from single-parent families are more likely to use illicit substances
(Flewelling & Bauman, 1990). Female adolescents from single-parent families are
more likely to initiate intercourse and less likely to use contraception than their peers
from intact families (Hayes, 1987; Mosher & McNalley, 1991). The nature of the rela-
tionship between family structure and adol escent risk-taking behavior isunclear. New-
comer and Udry (1987), for example, found that male adolescents' initiation of sexual
intercourse was more closely related to disruption of a two-parent household than liv-
ing in a single-parent household per se. The association of risk-taking behaviors with
single-parent families may be related to lower levels of adolescent supervision.
A recent study found a two-fold increase in substance use among eighth graders who
took care of themselves after school as compared to their supervised peers (Richardson
et al., 1989).

Parental monitoring has been widely studied as an important correlate of adoles-
cent risk-taking behavior (Jaccard & Dittus, 1991). Monitoring and supervision incor-
porates both communication between parent and child, and supervision of the youth.
Borawski, leveres-Landis, Lovegreen, and Trapl (2003) found that perceived parental
monitoring combined with trust served as a significant protective factor against sexual
activity for both genders, and against tobacco and marijuana use in females and alco-
hol use in male adolescents. Less parental monitoring has been associated with
increased participation in antisocial activities, sexual risk taking, and increased sub-
stance use or abuse (Chilcoat, Breslau, & Anthony, 1996; Mulhall et al., 1996; Smith
& Rosenthal, 1995; Steinberg, 1990).

Clearly the influence of family structure and monitoring on adolescent risk taking
isrelated to characteristics of the parent-child relationship. In one study the effects of
family structure on adolescent risk taking were no longer significant when sociodemo-
graphic variables and the emotional distance between parents and adolescent children
were taken into account (Forman, Irwin, and Turner, 1990).
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Parental influence on adolescent behavior appears to vary with the quality of the
relationship between the adol escent and the parent. High levels of familial conflict are
associated with increased rates of adolescent risk-taking behaviors. Bijur, Kurzon,
Hamel sky, and Power (1991) noted that compared to youth from low-conflict families,
British youth from families reporting a high degree of adolescent-parent conflict were

amost three times as likely to report having injuries requiring hospital-
ization. Family cohesion, on the other hand, is associated with lower
rates of sexual activity and substance use among early adolescents
(Turner et a., 1993).

Parental approaches to child rearing may influence adolescents
likelihood of engaging in risk-taking behaviors. Baumrind (1991) found
an association between adolescent substance use and parenting styles.
Adolescents whose parents were “authoritative” (demanding and
responsive) were less likely to use substances than either those with
“authoritarian” (demanding but unresponsive) or those with “permis-
sive” (nondemanding but responsive) parents. Adolescent with “ neglect-
ing and rejecting” parents were the most likely to engage in substance
abuse.

In summary, family approval and modeling of risk behavior has
been linked to adolescent risk-taking behavior. Family structure is also
related to adolescent risk-taking behavior; however, the relationship
appears to be mediated by the nature of parent-child interactions.
Parent-child relationships characterized by conflict, increased emo-
tional distance, and nonresponsiveness increase the likelihood of ado-
lescents engaging in risk behaviors.

The Role of Peers

One of the developmental tasks of adolescence involves individuation from the family
and identification with apeer group. Asaresult, parental impact on risk-taking behavior
may wane as peer influences increase throughout adolescence. According to Jessor and
Jessor (1977), therelatively greater influence of peers compared to parentsis associated
with a greater tendency (or proneness) toward problem behaviors. Consistent with this
theory, Jessor and colleagues found that the relative dominance of peer influence over
parental influence predicted marijuana use, problem drinking, and precocious sexual
debut (Jessor, Chase, & Donovan, 1980; Jessor, Costa, Jessor, & Donovan, 1983).

Peer influence has been cited as a factor in adolescent substance use (Kandel,
1985; Newcomb & Bentler, 1989; Heights & Jenkins, 1996), alcohol use (Urberg,
Degirmencioglu, & Pilgram, 1997), delinquency (McCord, 1990), and sexual behav-
iors. Billy and Udry (1985) found, for example, that a white virgin adolescent female
whose best male and femal e friends were sexually active was almost certain to become
sexually active within two years. Also, adolescents are usually accompanied by one or
more persons when committing crimes that range in seriousness from vandalism and
drug use (Erickson & Jensen, 1977) to rape and homicide (Zimring, 1998).
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One explanation of how peers exert influence on adolescent risk taking is put forth
by Lashbrook (2000), who demonstrated that older adolescents may attempt to avoid
negative emotions, such asfeelings of isolation and inadequacy, by participating in risky
behaviors with peers. Traditionaly, “ peer pressure” has been viewed as an etiologic fac-
tor in adolescent risk-taking behavior. However, it is still unclear whether risk behaviors
are initiated in order to conform to an existing peer group or whether those inclined to
engage in risk-taking behaviors are drawn to those who are similarly inclined.

The Role of Society

Societal influences such as mass media and community norms may also influence risk-
taking behavior. Role models for such behavior are regularly presented by the media
(including unprotected sexual behavior and alcohol use), though evidence for the
influence of these models on actua behavior is lacking. Different communities and
neighborhoods provide adolescents with opportunities and motivations to engage in
risk-taking behavior. Local peer normsreflected in local rates of substance use and teen
pregnancy create expectations of “typical” adolescent behavior (Crockett & Petersen,
1993). Local ordinances permitting cigarette vending machines or lower ages to pur-
chase alcohol provide opportunities to engage in risk-taking behavior. Johnston,
O'Malley, and Bachman (1993) have shown, however, that the perceived availability
of marijuanain a community is not necessarily related to prevalence of use by adoles-
cents. Declines in marijuana use by high school seniors have been accompanied by
unchanged or even increased perceived availability in recent years.

Cultural expectations may influence the onset of risk-taking behavior. For exam-
ple, despite similar ages of sexual debut, the United States has the highest rates of ado-
lescent childbearing and abortion in the developed world (Martin et al., 2006). These
rates are thought to be related to differing cultural attitudes toward adolescent sexual-
ity and contraception (Geronimus, 2003). Even within the United States, contracep-
tion rates vary significantly by ethnicity and religious affiliation (Brewster, Cooksey,
Guilkey, & Rindfuss, 1998; Santelli, Morrow, & Carter, 2004). Rates of adolescent
substance use and early sexual debut also differ among different ethnic groups (Guerra,
Romano, Samuels, & Kass, 2000; Cavanagh, 2004). (Ethnicity-associated differences
may be confounded by factors related to socioeconomic status.)

Beyond Environment

The range of theories reflects the complexity of the interaction between adolescents
and their social world. The biopsychosocial model provides a framework in which
social environmental factors are brought to bear on existing biological and psycholog-
ical predispositions to influence risk-taking behavior.

THE BIOPSYCHOSOCIAL MODEL OF RISK TAKING

The biopsychosocial model integrates two areas of research that have often been consid-
ered separately: (1) the relationship of biologica development to psychosocia
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processing during adolescence, and (2) the relationship of risk-taking behaviors to psy-
chosocial correlates of these behaviors. Specifically, according to thismodel, biological,
psychological, and socia or environmental factors influence adolescent risk-taking
behaviors (Irwin & Millstein, 1986). The timing of biological maturation directly
influences four areas of psychosocial functioning: cognition, perceptions of self,
perceptions of the socia environment, and personal values. According to thismodel, bio-
logical, psychological, and socia or environmental variables—mediated by perceptions
of risk and peer-group characteristics—then predict adolescent risk taking. Biologica
variables influencing adolescent risk-taking behavior include pubertal timing, hormonal
effects, and genetic predispositions. Psychological variables associated with risk taking
include self-esteem, sensation seeking, and cognitive and affective states. Socid influ-
ences on adolescent risk taking include peers, parents, and school (see Figure 3.1).
Given the framework of the biopsychosocial perspective, Irwin and colleagues
(Irwin, 1990; Irwin & Millstein, 1986; Irwin & Ryan, 1989) have elaborated on the
theory to include conditions that may increase the probability that a given adolescent
will engage in risk-taking behaviors (see Figure 3.2). Biological factors thought to

The biopsychosocial model of risk-taking behavior
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Predisposing factors

Factors contributing to the onset of risk-taking
behaviors during adolescence
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predispose adol escents to risk-taking behaviorsinclude male gender, genetic predispo-
sitions, and hormonal influences. Psychological predisposing factors include sensation
seeking, risk perception, depression, and low self-esteem. Socia and environmental
predisposing factors include maladaptive parenting styles, parental modeling of risk
behaviors, peer behaviors, and socioeconomic status. Finally, adolescent vulnerability
to risk-taking behaviors may be increased situationally by family disruption, school
transitions, substance use, and peer initiation of risk-taking behaviors.

Support for the Biopsychosocial Model

Support for the biopsychosocial model comes from a number of sources. Early matu-
rational timing is associated with a more negative self-image and, among female ado-
lescents, with earlier onset of sexua activity (Brooks-Gunn, 1988). Early maturation
isarisk factor for the initiation of substance use in both male and femal e adol escents
(Tschann et al., 1994). Studies by Jessor and Jessor (1977) support the role of per-
ceived environment and personal values in the onset of adolescent risk-taking
behavior—specifically, the predominance of peer over parental influence and the
greater persona value placed on independence than achievement resulted in a greater
likelihood of adolescents engaging in risk-taking behavior. Among Japanese students,
resultsfrom astructural equation analysis showed that egocentrism contributes directly
to health-endangering behaviors, whereas influences of self-esteem and perceived
social norms are mediated by risk perception (Omori & Ingersoll, 2005). Moreover,
Hughes and colleagues (1991) conducted a study with urban delinquent youth and
concluded that alcohol and substance abuse during adolescence added to biological
predispositions, educational difficulties, and coercive family environments, all of
which contribute to delinquent behavior.

Several recent review articles also provide support for the utility of the biopsycho-
social model in explaining disordered eating, conduct problems, and aggression and
delinquency in adolescents. Disordered eating and the pursuit of muscularity in ado-
lescent males are consistently associated with biological factors such as body mass
index (BMI), psychological factors such as negative affect and self-esteem, and socio-
cultural factors such as perceived pressure to lose weight by parents and peers
(Ricciardelli & McCabe, 2004). Dodge and Pettit (2003) conducted a review of the
empirical findings pertaining to the development of chronic conduct problems in ado-
lescence. They concluded that reciprocal influences among biological dispositions,
contexts, and life experiences lead to recursive iterations over time that either worsen
or diminish antisocial development. Additionally, adolescents’ cognitive and emotional
processes mediate the relationship between life experiences and conduct problems.
Finally, areview by Celio, Karnik, and Steiner (2006) found that early maturationisa
risk factor for aggression and delinquent behavior in adolescent girls. However, the
way in which early physical maturation is perceived and treated by family, peers, and
society often determines how adolescent girls respond. Thus, across various behavioral
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domains, research supports the utility of the biopsychosocial model for explaining
adolescent risk taking.

SUMMARY

Because of the complexity of the biopsychosocial approach, it has been difficult to
empirically examine all the factors making up the model in one study. However, with
recent advances in technology and a concerted effort by researchers (and funding
agencies) to engage in interdisciplinary collaborations to more thoroughly examine
complex human behaviors, future research may be able to do so.

For instance, the recent mapping of the human genome allows for exploration of
the biological underpinnings of behavior and cognition in ways not possible even a
decade ago. Advances in gene mapping have led to findings implicating particular
genes in alcoholism and substance use disorders (Conner et al., 2005). Also, genetic
markers for impulsivity and depression are currently being explored, and the identifi-
cation of other genetic markers that predispose adol escents toward various risk-taking
behaviors may be on the horizon.

Advances in brain imaging science have allowed researchers to examine the brain
across development stages and while engaging in problem solving. Neuroimaging
studies have revealed that decision making in adult brains is composed of two net-
works: a highly interconnected cognitive-control network that biases decisions in
favor of rational outcomes and a socioemotional network that biases decision making
toward reward-based demands (Chein, 2008). The cognitive-control network can reg-
ulate the behavior of the socioemotional network, allowing for people to make ratio-
nal, utilitarian decisions. However, neither of these systems is fully matured during
adolescence, and each one develops along different timetables (Giedd, 2008). There-
fore, these two underdevel oped networks and their differing rates of devel opment pave
the way for heightened risk taking during adolescence, which, as demonstrated by
Gardner and Steinberg’'s (2005) work with teen drivers, may be further compounded
by the influence of peers and other social and environmental factors. Although great
scientific advances have been made through neuroimaging studies, our understanding
of the relationship between neuroimaging findings and behavior is till in its infancy
and a subject of great academic interest and active research. Demonstrating straight-
forward relationships between the size of, or neural activity in, aparticular brain region
and a specific behavior or ability has been rather elusive to date (Giedd, 2008).

Technological advances have also improved researchers ability to assess adoles-
cent risk taking, as well as psychological and environmenta influences on risk taking.
For example, it is now possible to detect through self-collected vaginal swab specimens
(Yc PCR) the presence of semen in vagina fluid. These can then be used as nondisease
markers of unprotected intercourse (Zenilman, Yuenger, Galai, Turner, & Rogers, 2005).
Novel techniques such as GeoCoding allow researchersto spatialy place participantsin
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their physical neighborhoods, which are then mapped onto census data to establish
neighborhood profiles. These provide an objective measure of neighborhood-level social
conditions including socioeconomic status, racial makeup, and population density.

Thus, in the coming years it will be possible to explore biological influence on
behavior and the interaction between biology, psychol ogy, environment, and adol escent
risk-taking behavior in ways not possible before. The utility of complex models of
adolescent risk taking like the biopsychosocial model will prove invaluable in guiding
the next generation of adolescent risk-taking research.

KEY TERMS
Biopsychosocia model Risk
Cognitive-control system Sensation seeking

DISCUSSION QUESTIONS

1. Compare and contrast biologically based theories of risk-taking behavior with
psychologically based theories of risk-taking behavior. What are the main compo-
nents of each?

2. Discuss the role of parents and peers using a socia-environmental approach to
understanding adolescent risk-taking behavior. How do relationships with parents
and peers change during adol escence?

3. Of thefuturedirections and novel approaches for using the biopsychosocial model
described at the end of this chapter, which technological advance could prove
most valuable in understanding adolescent risk taking? Explain your choice.
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RESILIENCE IN
ADOLESCENCE
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LEARNING OBJECTIVES

After studying this chapter, you will be able to
Define resilience and differentiate between risk and protective factors that
affect adolescent health and development.
Explain the relationship between stress and resilience.

Compare the efficacy of health interventions that promote resilience with
those that focus only on behavior change.
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This chapter provides an overview of resilience and therisk and protective factors that
lead to behaviors that will either promote or compromise adolescent health and devel -
opment. As will be seen, there is substantial evidence that interventions that promote
resilience have a higher likelihood of affecting health risk behaviors than interventions
that focus exclusively on extinguishing the behavior.

Resilience research began in 1954, when Emmy Werner launched the Children of
Kaua Study, which went on to follow a cohort of young people born on the island
of Kauai, Hawaii, for nearly five decades. Werner wanted to understand why some
children did well socially and emotionally in the face of adversity (Werner & Smith,
1982, 1992, 2001).

Since the early 1950s, there has been a plethora of research that has aimed at
understanding Werner’s origina question, which Garmezy subsequently reframed as
“What causes strength to overcome what causes harm?’ (Garmezy, 1974). Centrally,
resilience research has focused on why some who are reared in adversity “rebound,”
while others do not.

Garmezy (1991) defined resilience as “the capacity to recover and maintain adap-
tive behavior after insult.” Those who are resilient are adaptive; they are not invincible
(Werner & Smith, 1982) or invulnerable (Garmezy, 1985).

Early resilience research looked inside the young person for answers to
Garmezy’s question. Murphy and Moriarty (1976) found resilient young people
to have social charisma—the capacity to relate well to others, the ahility to experience a
range of emotions, and the ability to regulate emotions (we will return to these points
later in this chapter when we discuss adol escent neurodevel opment). Likewise, Rutter
(1979) found resilient young people to have high creativity, effectiveness, and
competence.

As resilience research progressed, the lens broadened beyond the
individual to the environments within which he or she lives. Research
began to focus on three domains: attributes of young people themselves,
family factors, and the socia environments in which young people live
(Luthar, 2003). Rutter (1993) came to understand resilience asinteractive
with risk and developmental in nature, slemming from biology and expe-
riencesearlier in life. He also concluded that protective factors may oper-
ae in different ways at different stages of development (for example,
parental oversight and monitoring in infancy is highly protective, but in
adol escence a comparabl e behavior may impede healthy development).

Likewise, over the past twenty years researchers have focused on
processes and regulatory systems that account for resilience. Resilience
isnot viewed as a state or a personality characteristic but asa*develop-
mental progression with new vulnerabilities and strengths emerging
with changing life circumstances’ (Luthar, 2006).

Not only does resilience appear to vary depending on life circum-
stances, research has shown that it can be enhanced by acquiring a set
of skills. For example, Farber and Egeland (1987) reported enhancing
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resilience through developing skills with maltreated children. Furthermore, Luthar
(1991) described how youth with depressed mothers assumed caretaking roles that
over time were developmentally maladaptive (what she labeled as “false maturity”).

After looking back over a half-century of research, the following conclusions can
be drawn:

Young people can be resilient but unhappy (maturing in an abusive environment
does not preclude resilience in the face of unhappiness).

Research has underscored the interrelationships of factors that are individual,
environmental, and developmental in nature and how they interact to result in
adaptive or maladaptive behaviors.

Children do not consistently show resilience across all domains of their life, and
we have come to understand specific components such as educational resilience
(Wang & Gordon, 1994) and emotional resilience (Denny, Clark, Fleming, &
Wall, 2004).

Failure to address the emotional needs of resilient young people increases the
risk of derailing their resilience in adulthood.

Intervention strategies can enhance resilience.

The rest of this chapter will more specifically define the terms we use and present
a conceptual model for both understanding resilience and devel oping interventions.

DEFINING THE TERMS

Luthar, Ciccetti, and Becker (2000) define resilience as “a dynamic process whereby
resilient individuals display positive adaptation despite experiences of significant
adversity or trauma.” It isimportant to note that resilience in this definition is a pro-
cess, not atrait. Furthermore, resilience exists only in the face of adversity.

Vulnerability refers to a state resulting from the presence of factors (neurodevel-
opmental, familial, or environmental) that increase the odds of maladaptive behaviors
occurring. Conversely, protection occursin the presence of factors that diminish nega-
tive outcomes and increase the odds of positive adaptation.

Cofer and Appley (1964) defined stress as “ a state where well-being (or integrity)
of anindividual is endangered and he must devote all his energy to its protection.”

What makes an event stressful isits capacity to change an individual’s usual activ-
ity. Stress demands aresponse. The extent of the response, as well as the extent of the
experience of stress, lies predominantly in the subjective meaning given the event,
rather than in its objective reality. Antonovsky (1979) identified the following four
stages in response to a problem:

1. Problem confrontation

2. Tension: the inner response to the problem that has been confronted
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3. Tension management: the speed with which the problem is confronted and resolved

4. Stress: astate in which the energy expended to deal with the problem exceeds the
energy needed for aresolution

As the stages of stress have become better understood, the factors that buffer or
exacerbate stress have likewise become clearer, including compensatory factors (fac-
tors that counterbalance stressful events, such as ego strength); protective factors
(factors that are interactive with stress, such as socia skills); and vulnerability pro-
cesses (traits that increase vulnerability to stress). It is clear that stress is a red
phenomenon that is heavily influenced by the meanings the individual ascribes to an

event. Some factors moderate and other factors exacerbate the impact
of stress—physiologically, emotionally, and functionally.

Stress can be viewed as the interaction between the individual’s
involuntary, biologically determined response set and the voluntary,
environmentally and psychologically determined response set. Stressis
not necessarily a risk itself. Arguably, moderate stress in supportive
environments can act as a protective factor. When an individual faces a
thief in the dark of night, stress can catapult the person into self-
protective action (DiPietro, 2004). However, when stress overwhelms
the individual’s coping repertoire, it becomes a health risk leading to
maladaptive responses. Coping refers to the process of adaptation to a

stressor. As Compas (2004) notes, coping can be viewed as the behaviors and thoughts
an individua mobilizes voluntarily or involuntarily when faced with a stress.

CONCEPTUAL FRAMEWORK

It is important to remember that resilience is the capacity to rebound in the face of
adversity. An adverse life event triggers stress. Management of stress that leads to
positive adaptations is considered resilience. The conceptual framework that drives
our understanding of adaptive and mal adaptive responses begins with stress. As shown
in Figure 4.1, the concept of resilienceis afunctional notion that an individua is able
to adapt to stressful situations in a positive, prosocial manner. Resilience is focused
more on socia functioning than mental health or other outcomes. Without stress, there
is no test of resilience. Garmezy (1985) notes that the concept originated in metal-
lurgy, referring to the capacity of ametal to return to its original shape after stress.

Large-scale factors such as war or natural disaster can certainly influence stress,
but the most common macrolevel factors are poverty, discrimination, and inequality
(Cicchetti & Dawson, 2002). A variety of proximal domains can also increase or mod-
erate stress, ranging from neighborhood and community to family, school, and peers.

These factors together result in an individual’s interpretation of an event as stress-
ful or not. Anindividual’s response is moderated by both biological (primarily neuro-
developmental) and individual (cognitive and temperamental) factors that result in
both voluntary and involuntary responses to the stressor. These components taken
together constitute the response that we call resilience (or lack of resilience).
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A model of resilience in adolescence

Proximal level
Macrolevel Environmental  Individual Behavioral Outcome
Environmental protective risk and protective  response
risk factors factors factors

Biological

Factors

Involuntary
response

- Behaviors and
Vulnerability responses
risk and stress (such as health promoting

and compromising)
Voluntary
response

Discrimination

Neighborhood

Temperament and

Inequality

cognitive factors

ECOLOGICAL FACTORS

In the pages that follow, we review the current literature on the various ecological factors
associated with risk and resilience; our goal is not only to shed light on how these factors
influence health behaviors but to show the interrel ationships among them as well.

Neighborhood
As noted earlier in this chapter, poverty has adirect effect on stress, and it is a macro-
level factor that affects stress response. But what is actually known about the effects
that neighborhood has on risk and resilience? Much of the research has focused on the
interrelationships between impoverished neighborhoods and risk (Furstenberg, 1993;
Massey & Denton, 1993; Wilson, 1996). Living in economically disadvantaged neigh-
borhoods is associated with lower grades (Dornbusch, Ritter, & Steinberg, 1991),
lower educational attainment (Duncan, 1994), higher likelihood to drop out of school
(Brooks-Gunn, Guo, & Furstenberg, 1993), more delinquency (Peppler & Loeber,
1994), and higher rates of precocious sexual activity and childbearing (Crane, 1991).
Exactly how neighborhoods exert their influence is less clear than their behavioral
correlates. Wilson (1996) notes that there is a resource differential between high- and
low-income neighborhoods that affects social as well as financia capital. Others have
pointed to greater social disorganization in low-income communitiesasamajor etiologic
factor in the different outcomes. Conversely, Gephart (1997) has seen that a number of
negative outcomes of economically disadvantaged communities can be moderated with
high levels of monitoring, youth supervision, and consistent adult values across the
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community. Such consistent values are what Sampson, Raudenbush, and Earls (1997)
refer to as collective efficacy.

Family

Family connectedness is the single most protective factor reducing negative outcomes
for young people. In the United States, young people who feel connected to at least
one parent are less likely to be involved with every risk behavior when compared with
disconnected peers (Resnick et al., 1997). Parental connection has aso been consid-
ered a more powerful explanation of the presence or absence of risk behaviors than
race, income, and family structure combined (Blum et al., 2000).

The role that family plays in protecting young people from harm has been repeat-
edly seen across childhood and adolescence (Masten, 2001; Rutter, 2000; Werner,
2000). This consistency is especially saient in light of the myth (that prevailed until
recently) that parental influence diminished after puberty. Early child research (for

example, Sroufe, 2002) suggests that positive experiences with a nurtur-
ing parent early in life not only create a bond between child and care-
giver but aso give ayoung child the capacity to establish trust, which is
aprecondition for exploration of the world around them. Aswill be seen
later in this chapter, early environmental factors directly and irreversibly
affect neuromaturation as well.

The protective role of family is not only seen in United States—
based research but is also reflected globally. In a review of research
from fifty-seven countries, the World Health Organization (2002) found
parents to be consistently protective, especially with regard to three out-
comes: early sexual intercourse, substance use, and depression.

When welook at the research on what constitutes effective parenting,
anumber of factors continue to emerge: behaviora monitoring (Galam-

bos, Barker, & Almeida, 2003; Cavell, 2000; Schneider, Cavell, & Hughes, 2003); close-
ness and connectedness (Blum et a., 2000); emotional responsiveness (Wyman et .,
1999); knowing one's child and hisor her friends, friends' parents, and teachers (Dishion
& Kavanagh, 2003; Resnick et a., 1997); and setting clear and high behaviora and edu-
cational expectations.

In addition to these behaviora aspects of effective parenting, Baumrind has proposed
aframework based on parental styles (Baumrind, 1965, 1966; Maccoby & Martin, 1983).
The two central dimensions are warmth (what others have called connectedness) and
behavioral monitoring or control. Baumrind posited that the authoritarian parent is high
on control and low on warmth, whereas the lai ssez-faire parent is high on warmth but low
on control. The neglectful parental style islow on both dimensions. The most effective
parenting style, Baumrind concluded, is high on both warmth and behavioral control.

In studying parenting styles empirically, Steinberg and his colleagues concluded
that the authoritative parenting style—characterized by behavioral monitoring, clear
boundaries, emotional responsiveness, closeness, negotiated rules, and consistent,
nonviolent consequences—was the one most strongly associated with positive youth
outcomes (Steinberg, Elmen, & Mounts, 1989). In fact, the authors conclude that it is
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important for at least one parent to use an authoritative approach because even if the other
parent employs a different, less effective style, the authoritative approach will trump it.

There is consistent evidence among European American populations that shows
positive associations between authoritative parenting and better academic performance
(Steinberg, Mounts, Lamborn, & Dornbusch, 1991; Chen, Dornbusch, & Liu, 2007),
social maturity and responsibility (Baumrind, 1971), and a variety of measures of
competence, self-esteem, and mental health (Buri, 1989; Maccoby & Martin, 1983;
Steinberg, EImen, & Mounts 1989).

Among those who study parenting in different ethnic samples, Baumrind's paradigm
has not been universally endorsed; in fact, some have argued that it is highly culture-
bound. Chao (1994), for example, has found that the construct of authoritative parenting
asthe most effective style might not pertain to Asian Americans. Specifically, she suggests
that Chinese heritage has more authoritarian elements, and high expectations have become
the measure of effective parenting, rather than warmth. To Western eyes, this parental
approach might appear more akin to the authoritarian than the authoritative approach.

Seeking a more universal paradigm for parenting, Barber and his colleagues
explored the impact of the elements of effective parenting in twelve communities from
nine countries (Barber, Maughan, & Olsen, 2005). In this framework the authors
explored warmth and connectedness versus regulation and control (both behavioral
and psychological) as separate dimensions. They concluded that psychological control
(such as denying a young person affection, attention, or caring in order to achieve a
goal of the adult) contributes cross-culturally to negative mental health and increases
negative behaviors. Conversely, behaviora control (such as knowing where one's
child isat al times) reduces negative behavior. Warmth and connectedness were like-
wise associated with both positive mental health and less risk behaviors.

In sum, thereis emerging consensus among researchers with regard to Baumrind's
(1991) and Maccoby and Martin's (1983) two essential components of parenting:
responsiveness and demandingness. These constructs have been used in many studies
of parenting. Although other investigators have used different terms—such as accep-
tance, warmth, support, or connectedness for responsiveness, and behavioral control
or regulation for demandingness—the concepts behind responsiveness and demand-
ingness appear to apply cross-culturally. The ways in which they manifest, however,
seem to be heavily culturally determined (Blum & Mmari, 2006).

School

Outside of home, school isthe primary social environment within which young people
function (Osterman, 2000). There is ample evidence today that young people who feel
connected to school not only do better academically but have better developmental
outcomes as well (Catalano, Haggerty, Oesterle, Fleming, & Hawkins, 2004). Follow-
ing are seven central elementsthat seem to influence positive school attachment (Klem
& Connell, 2004):

Having a sense of belonging and being part of a school
Liking school
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Perceiving that teachers are supportive and caring

Having good friends at school

Being engaged in one's own current and future academic progress
Believing that disciplineisfair and effective

Participating in extracurricular activities

When most or al of these elements are present, the evidence shows that young
people arelesslikely to exhibit disruptive and violent behavior, carry or use aweapon,
experiment with illegal substances, smoke cigarettes, drink to the point of getting
drunk, appear emotionally distressed, consider or attempt suicide, or engage in early
sexual intercourse (Blum & Libbey, 2004).

The centra role of teachers in creating an environment of school connectedness
cannot be overemphasized (Croninger & Lee, 2001). McNeely and Falci (2004) have
shown that when young people who report high connectedness to a teacher are com-
pared with those with low connectedness over a one-year interval, those with high
connectedness are half as likely to initiate cigarette smoking (2.8 percent versus 5.3
percent), half aslikely to report getting drunk on aregular basis (3.2 percent versus 6.2
percent), nearly half as likely to report regular marijuana use (2.6 percent versus
4.4 percent), and nearly half aslikely to report asuicide attempt (1.3 percent versus 2.2
percent).

Another aspect of school connectedness is engagement. The National Research
Council (2004; Lehr & Christenson, 2002) has identified the following four principles
of engaging schools:

High academic standards. Teachers hold students accountable for work comple-
tion and performance. All students are expected to excel; “tracking” is avoided.

Personalized learning. Every student has a relationship with one caring adult.
Schools are on a human scale (using, for example, schools within a school or
career academics). Mentorship is available, and team teaching is often the educa-
tional approach.

Relevance. The school uses exploratory strategies, service learning, the Internet,
and neighborhood events for instruction.

Flexibility. Instructional methods are varied, using cooperative learning, experien-
tial learning, extended day and year, and educational remediation.

Peers

School and peers are closely intertwined; as Coleman (1961) showed, most teens
closest friends come from their school. Thus, peer groups are powerful sociaizing
influences that may be positive or negative.
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Positive peer relationships have been associated with decreased stress (Luthar,
2006), and even gang membership has been associated with positive self-esteem.
Where young peopl e associate with religious peers, they arelesslikely to initiate inter-
course (Bearman & Bruckner, 2001), less likely to smoke cigarettes (Nonnemaker,
McNeely & Blum, 2003), lesslikely to be depressed (Seidman & Pedersen, 2003) and
less likely to use substances (Miller, Davis, & Greenwald, 2000; Miller & Gur, 2002).
Likewise, Steinberg, Dornbusch, and Brown (1992) found that among African Ameri-
can teens exposed to multiple risks, those who felt they could depend on peers for
support did better academically than their unsupported peers.

On the other hand, the quality of one's peer group is strongly linked with a number
of negative behaviors, including drug and acohol use and gang membership
(Case & Lawrence, 1991). Likewise, research has consistently shown that youth are
more likely to conform to the views of their peers than their parents (Massey & Den-
ton, 1993; Cauce, Stewart, Rodriguez, Cochran, & Ginzler, 2003; Leventhal &
Brooks-Gunn, 2000). Thistendency may proveto be especially difficult in low-income,
high-deviance communities (Leventhal & Brooks-Gunn, 2000; Jarrett, 1999).

In school settings, peers often reinforce nonacademic norms of work avoidance
(Bishop et a., 2004). Furthermore, Luthar (1995) found school popularity was associ-
ated with aggression and low academic effort.

Interpersonal aggression isamajor issue among youth in schools. Bishop and col-
leagues (2004) point to one study reporting that 13.1 percent of boys and 6.7 percent
of girls were teased, insulted, or made fun of nearly every day—and this percentage
represents 2.3 million secondary school children! The more high-status the clique, the
more its members will reject others. These groups set the norms for “coolness’ in
dress, attitudes, and behavior (Brown, 1990).

Brown (1990) draws the distinction between cliques and crowds. Cliques are
small groups of friends who hang out together and are personaly close. Crowds
are reputation-based collectives (such as nerds, jocks, or burnouts). Clique norms
develop from within the group; crowd norms are imposed externally depending on the
stereotypic image. Cliques have powerful influence on academic achievement
(Damico, 1975). Crowd membership reflects the behavioral roles oneis most likely to
play out. Traits most associated with popularity include—in rank order—cool clothes,
attractiveness, sense of humor, sports ability, outgoingness, self-confidence, tough-
ness, lack of attentivenessin class, working hard for grades, attentivenessin class, and
intelligence.

ADOLESCENT NEURODEVELOPMENT, STRESS, AND RESILIENCE

Because stress is centrally mediated and stress response results from individua inter-
pretation of events, it isimportant to gain a basic understanding of adolescent neuro-
maturation and the impact of stress on these processes. Remember that stress and
resilience are closely intertwined, because resilience is only manifest in the presence
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of adversity. Adversity creates stress; thus, the factors that mediate,
moderate, or exacerbate stress will determine the extent to which an
individual isresilient.

A generation ago, the prevailing understanding of brain develop-
ment was that brain growth ceased when the occipital sutures closed, at
about age three. Today we have come to understand that neuromatura-
tionis not complete until the midtwenties. In addition, we have cometo
understand that brain development progresses at different timesfor dif-
ferent regions of the brain. For example, the visual cortex matures
early—qgenerally in the first year of life—whereas the prefrontal lobe
does not fully mature until more than two decades | ater.

The frontal and prefrontal cortex is the last region of the human
brain to mature, and this stage occurs during adolescence. This region
controls what is often referred to as executive functions. impulse con-
trol, planning, reasoning, regulation of emotions, weighing of risks,
and learning from experience. It naturally follows that if the neuromat-
uration process is impaired, it could potentially affect a number of

functions key to adult functioning and adaptability.

Stress and Neuromaturation

Brain development is not independent of environment; rather, it is experience depen-
dent. For those who mature under conditions of chronic, severe stress—in what Garbar-
ino hasreferred to as “toxic environments’—a cascade of neuroendocrinologic changes
will then precipitate structural changes. This is not to say that all stressis harmful. In
fact, amoderate amount of stresswithin asupportive environment isbeneficial (DiPietro,
2005). But what occurs neurodevel opmentally under conditions of “toxic stress’?

First, stress has adirect effect on the pituitary gland, which stimulates the produc-
tion of cortisol. Stress stimulation of the pituitary results in increased production of
adrenaocorticotropic hormone, which in turn stimulates adrenal overproduction of cor-
tisol and also suppresses hypothalamic production of gonadotropin releasing factor.
This decrease in turn suppresses estrogen and testosterone. Elevated levels of cortisol
result in decreased synaptic and dendritic density (less production of dendritesearly in
life), which in turn will affect brain architecture and functioning throughout life. As
the “fight-or-flight” response is neurohormonally mediated, key consequences of per-
sistently elevated cortisol levelsin adolescence include:

A decrease in hormones associated with pubertal maturation

A diversion of brain resources away from learning and development of cognitive
skillsfor survival

Interruption of normal neurotransmitter functions (such as serotonin)

Given that neurodevel opment is environment dependent, it is easy to see how per-
sistent, severe stress may irreversibly alter neuromaturational pathways by affecting
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dendrite density, neurotransmitter receptors, serotonin, and structural changes in the
hippocampus, corpus collosum, left hemisphere, and brain volume.

Such environments are, in fact, al too common. Persistent physical or sexual
abuse is one example, as are persistently violent environments. Many youth reared in
violent neighborhoods suffer from posttraumatic stress disorder, which is associated
with the following issues:

Diminished hippocampal volume
Problems with executive functioning
Diminished emotional control

Problems with social relationships and academic achievement

Internal Traits

When the pioneers of resilience research asked why some children and youth could
bounce back from adversity, they placed heavy emphasis on the competence-building
traits of temperament and intelligence possessed by youth—as well asthe traits of sur-
rounding adults and others with the power to protect children. However, it isimportant
to note that in subsequent research resilience as an individual characteristic did not
explain more than a small proportion of variance in behavioral development. As
Sameroff and Rosenblum (2006) note, “ childhood resilience requires attention to the
social risk factorsthat challenge individuals and their families.” They go on to say, “In
our anadysis we have found that individual characteristics of mental heath and higher
intelligence contribute to competence. However, the effects of such individual resiliencies
do not overcome the effects of high environmental risk. In our analyses we consistently
found that groups of high resilience children in high risk environments had lower later
mental health and cognitive competence than groups of low resilience children inlow-risk
environments’ (Sameroff & Rosenblum, 2006). Furthermore, Luthar’s (2006) review of
the literature indicates that many attributes are shaped by the environment. For example,
sdlf-efficacy is shaped by parents giving permission for autonomy (Bandura, 1997). Self-
esteem is affected by parental warmth (Sandler, Wolchick, Davis, Haine, & Ayers, 2003).
Early onset of maltreatment has been shown to reduceinternal locus of control (Capella&
Weinstein, 2001). When teachers are perceived as cold and inconsistent, studentsfeel less
confident that they can succeed (Skinner, Zimmer-Gembeck, & Connell, 1998).

Temperament Traits Temperament refersto relatively stable, early appearing, biolog-
icaly rooted individual differences in behavioral traits (Rothbart & Bates, 1998).
Largely biologicaly determined, the traits are also affected by environment and expe-
rience. Therefore, children and youth with certain traits are predisposed to behave in
ways that spur positive or negative responses, which in turn affect their temperament
over time (Rothbart & Bates, 1998).

Temperament is one domain of individual characteristics that may promote resil-
iencein children and youth (Compas, Connor-Smith, Saltzman, Thomsen, & Wadsworth,
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2001). Wachs (2005) reviewed studies of children from infancy through adol escence and
found that there is more evidence for the dimensions of temperament promoting or inhib-
iting resilience than for the pathways for individual differencesin temperament trandlat-
ing into vulnerability or resilience. He notes that despite measurement differences in
studies, the literature links the following traits to resilience: easy temperament, emo-
tional reactivity, sociability, self-regulation, and attention or focus.

Wachs (2005) indicates children and youth with easy temperaments experience
lower levels of behavioral problems, higher levels of social and emotional compe-
tence, lower rates of behavioral-emotional problems, and lower levels of substance
abuse.

Wachs (2006) states that emotional reactivity to stressis critical. For those at risk,
positive emotional reactivity is linked to resilience because of higher levels of social
and emotional competence, lower rates of behavioral-emotional problems, and lower
levels of substance abuse. Negative emotional reactivity is linked to reduced resilience,
behavior problems, and lower rating of school competence for children under stress.
Hauser and Allen’s (2006) long-term study of teens hospitalized with psychiatric diag-
noses reported that resilience was evidenced by self-reflection or awareness of their
feelings and thoughts, self-efficacy or making choices about their lives, self-complexity
in recognizing multiple facts to different situations; persistence and ambition in educa-
tion and careers, and a positive self-view. Beardslee (2002) identified protective behav-
iors of teens with depressed parents as including awareness of what they were facing,
recognition of their parent’sillness, recognition that they were not responsible, capacity
to articulate their feelings, and the ability to establish nurturing relationships with adults
outside the family. Harter (2002) described resilient youth as having personal authen-
ticity, which means taking responsibility for one's personal thoughts and emotions and
acting on them. For example, those grieving the loss of a loved one showed better
adjustment when they could recall positive experiences with the loved one.

Young people who experience stress and who also possess high socia skills show
lower levels of behavior problems and higher levels of cognitive performance and
socia-emotional competence (Wachs, 2006). Likewise, those with higher “approach”
skills have lower levels of behavior problems compared to kidslow in “approach” skills.
Socia competence and a quality relationship with a caregiver were strongly linked to
latent resilience in astudy of young teens ages eleven to fifteen who were referred to the
child welfare system for maltreatment (Rajendran & Videka, 2006). In families with
depressed parents, Beardslee (2002) found that resilient youth had a well-developed
capacity to see things from others’ viewpoints and to think about their needs. Bandura,
Caprara, Barbaranelli, Gerbino, and Pastorelli (2003) have shown that high perceived
empathic self-efficacy among teens was related to high prosocial behavior and less
delinguency. Masten and Reed (2002) note that empathy and altruism are highlighted in
the emerging positive psychology movement.

Masten (2001) expands on these characteristics of resilience, noting that the fol-
lowing traits have also been reported in the literature: intelligence, self-regulation,
self-esteem, self-efficacy, and internal locus of control. Subsequently Masten (2004)
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created a “short list” of widely reported correlates and predictors of resilience in
youth: problem-solving skills, effective emotional and behavior regulation, positive
self-perceptions of efficacy and worth, belief that life has meaning, hopefulness, reli-
gious faith and affiliations, aptitudes and characteristics valued by society such as tal-
ent and attractiveness, prosocial friends, effective school bonding, and connections to
competent, caring adults. These factors correlate repeatedly with fewer health risk
behaviors.

Using her longitudinal study of the children of Kauai (Werner & Smith, 1992) and
areview of related studies, Werner describes infants and toddlers who cope well in
adverse conditions as having temperamental characteristics that elicit positive
responses from caregivers. They are active, affectionate, cuddly, good natured, and
easy to deal with. By preschool, they have developed a coping pattern that combines
autonomy with an ability to ask for help when needed. Resilient adolescents are outgo-
ing and autonomous, nurturing and emotionally sensitive. These traits also predict
resilience in later years (Werner, 1995). We will elaborate separately on social and
emotional attributes and cognitive and self-regulatory attributes.

Cognition and Self-Regulatory Attributes Recent findings in neuropsychology are
relevant to the resilience literature. Intervention programs could be organized to
increase executive functioning (organizing oneself to meet a goal), inhibitory control
(inhibiting a reaction long enough to think through a response), planning, problem-
solving, and attentional capacities (focusing and persisting on problem solving until a
goal isreached).

Self-regulation refers to positive executive functioning: inhibition, future time
orientation, consequential thinking, and the planning, initiation, and regulation of
goal-directed behavior. The development of executive functioning is crucial to self-
regulation, and deficiencies in executive functioning have been related to impulsivity
and numerous poor outcomes. In one study young people who rated themselves and
their parents as high in self-regulation skills showed lower levels of internalizing
behavior problems (depression or anxiety) than peers low in these skills. Stressed
youth high in impulsivity with poor self-regulation show higher externalizing behav-
ior problems than those low in impulsivity. Buckner, Mezzacappa, and Beardslee
(2003) found that good self-regulation contributed to resilience. Teens with strong
self-regulation skills that came from low-income families experienced satisfactory
mental health and emotional well-being, even after researchers considered self-esteem
and nonverbal intelligence. Banduraet al. (2003) found that perceived self-efficacy to
regulate positive and negative affect is related to teens' beliefs that they can manage
academic, transgressive, and empathic aspects of their lives, and these forms of per-
ceived self-efficacy related in turn to lower levels of depression, delinquency, and
antisocial behaviors.

Masten (2004) describes the following factors as “regulating” a person’s behavior
and the outcomes from that behavior: executive functioning, emotion regulation,
attachments to adults who monitor and support youth effectively, relationships with
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peers who regulate others effectively, bonding to prosocial socializing and community
organizations, and opportunities for regulatory capacity building. She describes these
regulatory skills as needing to develop in order to handle periods of rapid change and
development and the impulses of teens when making decisions about driving, sexual
intimacy, or using drugs to cope with stress.

Attention and Task Orientation \Wachs (2005) notes that the hybrid trait of tempera-
ment and cognition allows children and youth to remain focused on meeting goals and
expectations. Children and youth facing stressors (of divorce or family conflict) who
are rated high in task orientation have fewer behavior problems or problems of sub-
stance abuse compared to peers low in these traits.

Dishion and Connel (2006) state that self-regulation is the index of youth resil-
ience, and it isalso the goal of intervention: children and youth who learn strategiesto
regulate themselves will improve their adjustment in problematic environments and
stressful circumstances. The authors go on to describe the steps of self-regulation from
the time the stress stimulus occurs in the environment to the time the person gives a
response: the individua initially appraises the event and its emotional meaning; sec-
ond, he or she regulates arousal (self-regulation) to take action to initiate problem
solving, which in turn leads to a fuller cognitive-affective interpretation of the event,
which then leads to the behavior response.

Werner (1995) observes that most studies of resilient children and youths report
that intelligence and scholastic competence are positively associated with the ability to
overcome great odds, because these youth have the skills to find strategies for coping
with adversity either on their own or by actively asking for help. This finding has been
replicated in studies of Asian American, Caucasian, and African American children
(Clark, 1983). The findings indicate that intelligenceis not itself the trait that predicts
success, but rather the ability to use intellectual flexibility, think through and plan
problem-solving strategies, and creatively apply strategies are markers for intellectual
competence. According to a study by Gutmen, Sameroff, and Cole (2003), intelligent
teens fared better in school than less intelligent teens when life stress levels were low;
when stress was high, bright and less bright teens fared the same. In areas of poverty,
teenswith high I1Q and creativity used their witsto survive, engaging strategies such as
entrepreneurship rather than school success.

Yates and Masten (2004) note the following protective characteristics of youth
who thrive in the face of adversity:

Flexible coping strategies

Internal locus of control, which allows them to attribute negative experiences to
external factors, while retaining the capacity to value their own strengths and assets

Intelligence and sense of humor are associated with flexible problem solving and
with academic and social competence

Social responsiveness with ability to élicit positive regard and warmth from
caregivers



(panunuod)

[ooyps

|00YdS

Bumeaes

9sn aduelsgns Jo
UOI}BSS®D 10 Paseadap

‘sanjeA Bnipiue pue

'9DUP)SISA DDURISONS

npa‘nse 'SSUWI0D}NO [BID0S pue

|easiuidady/:dny |eJOIARYDQ PaseanU|

2duepuane

|00y2s pue ‘sbesane

juiod apelb ‘duelsisal

2duelsgns ‘adusiedwod

610 Buled0AY |B1>0S ‘JOINBYS( DAIL

JUNWILWOD MMM -1sod paseasnu|

WISIAIPID3I
wiy Lopold  Auojes pue Auaisindwil
Jwod podiy’ pasealdap s||ys

obuebiie/:dny |e1nosold paseasnu|

duepuae
wiyawoysabe  [0oyds pue ‘aduelsisal
SSOID//|1D/NPS’ dUeISgNS ‘sanjea

9|dwaymmm  |e1posold uo Bulojus

qun aduapIng

L1-01

(4%

[opY

X X

9IAIBS  Isnqy asN
ayuelsqns

suone|ay
Apwey

X X X
X X X X X
X X
X X X X X
£SIIDIS JUBWLASIYY uomdauuo) bBuinjos  sdusradwo)
diysispea]  dlwapedy Jooyds wa|qoid |enos

vy 3 uidesy

Bbuued dn
Buimoin/bunied
Jo Aunwwod

(Lyv) buturtely
1uswade|day
uoIssalbby

saby SSoY

swelboid

dUBaI|Isal pjing ey} sweiboid



10043S

100Y>S

[ooyds

[ooyds

4

bumes

wod'sId
p|iIngacead -mmm

wod"uoned
npassead mmm

Hio
1sanb-suol mmm

wod buiulesy
S||SOH MMM

jpd-diysiopes)
/lopowy/sypd/nob
‘esywes swelb
old[pou Mmm

qur

uonowo.d
yieay pue uonuanaid
9DUB|0IA Paseasu|

9DUIOIA Pasealdap
‘JUswanalyoe pue
SIS [e1D0s ‘Joineyaq
aAsod pasealnu|

dn-mo|oy
Jeak-auo 1e Jolneyaq
aA1}Isod paseasnul

‘JUSWABIYD. dlWapede

pue s||is buiajos
-wa|qoud paseaidu|

asn
2ouelsgns pesealded

a1eJ uonenpelb
puP ‘SS9UPIIIUUOD
|00UDS ‘@duepusie
|00YdS “JuswanaIyde
JIWapede paseaidu|

22UapIAg

Cl
—-aid X X X X X
4
—y-a.d X X X X X X
71-01 X X X X X X X X
71-8 X X X
e X X X X X X X

saby @dIAIDS asnqy asn  suone|sy «SIIDIS  luSBWLA3IYY uondauuo) Buiajos  srualadwo)
aoueisqns  Ajjweq  diysiepes]  dlwspedy Jooyds wia|qoid |eos

siap|ing 923

SYIOAN 22e3d

1S9 suor]

bul
-Ulel] S||IXS 9417

(d¥7) wesboud
Aoualjisay pue
diysiapea

sweliboid

(panunuod)



(Panunuod)

dse wnnoiund/Ai
/y2d/siuswipiedsp
/Npa-uolbuiysem

|ooyds UOS MMM

WY SH1Vd
/s19lo1d/npa-nsd-
|o0YdS  uonRuaARId MMM

2UNIUSA I
[osd/sweiboud
Iy /BrodjAiuydny

1auuoIde
|ooyds dA1LISOd MMM

¢xdseeipa|
21|gqNd/Wod 9.3}
|ooyds Uo[IN|0S MMM

ssalsip

[eUOIIOWS pue asn
3dUPISQNS Pasealdsp
‘uonenpelb pue ‘sduep
-Usalle ‘JusWaA3IYyde
DIWapede paseaidu|

uolis
-sa1b6e pue adus[oIA
pasea.idap ‘S||IXs [enos
pUe ‘UoiN|osal 11[}uod
'|0J1U02-43S pasealnu]

uolssaibbe pue ‘uols
-saidap ‘asn aduelsgns
pasealdsp ‘aduepusne
|00YdS paseaidu|

asn Bbnup pue ‘e>us|oIA
‘awid ‘suoisuadsns
pasealdsp ‘Jusw
-9A31Yde pue ‘aduep
-Ua)1e |o0oyds ‘Joineysq
anIlsod paseainu|

|00YPS 40 N0
pue Ul s||I§S UonN|osal
PIUOD paseasdu|

8l-vl

|oPY

6

X

(A¥) ynoA
Bundauuoday

(SHLvd) se1b
-a1e41s buyuy L
SARUIRYY
Bunowo.d

2INUdA 1301y

UOIDY dAIISO4

Sloxewsdesd



9DUI|OIA JO 3sN Ul wes| Jay1abo|

J91|8q pasealdsp s||xs uonN|osay pue

Bury|er anndadsiad pue 19buy buibe

610"ypoM  ‘UoIIN|OSaI 1D1|4UOD |01} -UBJ\ S1uspnls

[elelVnlS SOQSLY MMM -uod Jsbue paseanu] Gl—|| X X ‘weal 1YYINS

SDUS[OIA pUB UOISSaIH
-be pasealdsp s||IXs
UOIRIP3W [BCUSA pUB
s Ayredwa ‘s||1
[PUOIIOWS-[eI0S ‘S||IXS

Bio°  buiajos-wajgo.d ‘uonn|

|ooyds UBIP[IYIPO MMM -0S3] 1DI[JU0D Paseadu| -t X X X da)s puodas

9DUS|OIA Paseadap

‘9DUPISISAI DDURISNS (ddIy)

pue ‘S|[IS uonN|osal sKepp aAIIsod

wodsaniunyoddo 1DI|}U0D ‘siole|paw pue |njadead

|00YdS  uonuaARId MMM J2ad 4o asn paseanu|  H-SIA X X X X X ul buipuodsay

sinodoup pue
‘uoisuadsns ‘adus|oIA
pasealdap ‘uoiin|osal

1I|}U0d pue ‘aduep (dDDY) weuboid

Bio’ -Ual1e ‘JUsWAA3IYDe AAnealD Py

|OOYDS  [BUOIIRUISD MMM IWBPED. Paseanuy]  SH-Y X X X X X X X -Uu0D BuIAjoSaY

Bunies qury 22uapIng  saby  @dIAIBS  Bsnqy s suoie[dy #SIIDIS  jUBWLAdIYdY uondauuo) Buinjos  2dusradwo) sweiboid
aoueisqns  Ajjweg  diysiopea]  dlwspedy Jjooyds wo|qoid |eros

(ponupuo))



wod bulysi|
|0OYdS  gndsadoA MMM

6.10°sua3)
\VA UBWAM MMM

4pd pnisBuiyest
/19powy/sypd/nob
esywes'swelb

[olelVnly oid|apouwmmm

b10 weib
oldsaljiwesbuiua
1% Yyibuansmmm

JusaWAN3IYDE
SlWapede Paseasny|

pauonsanb

U939 sey ubisap
yoJeasal Ing—saiel
foueubaud pue ‘saiel
uojsuadsns ‘ain|ie}
95IN0D paseana

JUSWAIYDE
Jlwspede pue “Aousied
-W0D [BIDOS ‘UOIIN|0Sal

1D1[JU0D paseasnu|

19pJOsIp 1oNpUOd
paseaidap ‘dusiadwod
[BIDOS pUE ‘S||I3S UON
-NjosaJ PI[}uod ‘bulrjos
wsa|qo.d ‘synpe yim
ooueldwod ‘s||ixs
Hunuaied pue ‘uoi}
-eD2]UNWWOD ‘JUsWyde]
-Je Ajiwey pasealdu|

9=

Ll-¢l

4]

8l
—y-aid

X

weiboid
uoledNp3 Jape
-leyD pue ‘bul
WM ‘Buipeay
aAIsuayaidwod
/ (S9DI0A

weiboid
42ea1inQ usa|

SI9yeWadea
90 0} SIUAPNIS
Buiyoes|.

(d4S) weibold
saljiwe4 bul
-uayibuans



70 Chapter 4 Resilience in Adolescence

With this review as background, we will now turn to what is known about inter-
ventions and explore the evidence that resilience can be fostered through deliberate
interventions.

RESILIENCE AND EVIDENCE-BASED INTERVENTIONS

Little (1993), Dryfoos (1990), and Schorr (1988) have analyzed youth programs to
identify the key elements for success. Looking across the three researchers, we find
that resilience-based programs have the following characteristics:

Built on communitywide, intersectoral collaborations that are not bounded by tra-
ditional agency roles or administrative constraints

Focused on enhancing competence in young people at least as much as reducing a
given risk behavior or undesirable outcome

See youth as part of the solution, not just the focus of the problem

Start early in the lives of young people, are continuous, and are developmentally
appropriate

Have staff who are collaborative, interdisciplinary, not overly “professionalized,”
willing to do what it takes to be successful, and value young people

These dimensions of resilience-based programming are echoed in Little's Four Cs
(1993). These programs build the following qualities:

Competencein areas that improve the quality of achild or youth'slife, such aslit-
eracy, employability, interpersonal, vocational, and academic skills, and a sense
of being able to contribute to his or her community

Connection of youth to others through caring relationships manifest in mentoring,
tutoring, leadership, and community service opportunities

Character through values that give meaning and direction to the youth, such as
individual responsibility, honesty, community service, responsible decision mak-
ing, and integrity in relationships

Confidence-building activities to give hope, self-esteem, and a sense of successin
setting and meeting goals.

Table 4.1 lists programs that exemplify these dimensions and employ evidence-
based best practices. The table also details which elements of resilience each program
has been shown to build. Further information can be found at the program Web sites.

SUMMARY

Resilience is the capacity to rebound in the face of adversity. It is the ability to view a
challenge not as an insurmountable barrier, but as a hurdle that with proper supports can
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be cleared. We have learned through a half century of research that those supports are
not limited to individual traits. Rather, the factors that embrace resilience are the same
factorsthat protect young people from harm. Some skills can be taught, and some must
be learned from experience, but we now know that through deliberate strategies we can
enhance resilience in young people, and in doing so we provide them the resources to
make positive, adaptive, and health-promoting choices even in the face of adversity.

KEY TERMS

Cliques Resilience

Collective efficacy Self-regulation
Compensatory factors Social charisma
Coping Stress

Crowds Temperament

Parental styles Tension

Problem confrontation Tension management
Protection Vulnerability
Protective factors Vulnerability processes

DISCUSSION QUESTIONS

1. Discuss how resilience is related to individual risk, particularly in adolescence,
and how this concept varies depending on circumstantial life events.

2. How would you apply the conceptual framework outlined in this chapter to a par-
ticular adverse life event, such as teen pregnancy or an unexpected HIV
diagnosis?

3. Describe various factors related to risk and resiliency that influence health behav-
ior. Do you think culture plays arole in this relationship? How?

4. What are the pros and cons of developing an adolescent health behavior interven-
tion that promotes resilience in the school setting?

5. Explain the following statement in terms of adolescent neurodevelopment: “Brain
development is not independent of environment; rather, it is experience depend-
ent.” Provide examples to support your explanation.
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After studying this chapter, you will be able to

Explore research investigating the underlying decision-making processes
adolescents use to make health decisions.

Assess the decision-making skills and knowledge that adolescents bring to
health decisions.

Differentiate between normative analyses of decisions, descriptive accounts
of how adolescents make decisions, and prescriptive interventions for
improving decisions.
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Adolescents’ well-being depends critically on how well they make decisions, especially
on matters with major physical and mental health consequences such as drinking, smok-
ing, driving, education, sexuality, and violence. Adolescents’ development depends criti-
cally on learning how to make such decisions, which inevitably entails some trial and
error. Adolescents’ ability to navigate the noisy process of development depends critically
on an appropriate sense of self-efficacy, so that they take on decisions that they have a
good chance of being able to handle, gradually increasing their range of autonomy.

Some observers dismiss adolescent decision making as an oxymoron. They see ado-
lescents as irresponsible, thrill seeking, or liberated by a unique sense of invulnerability.
These prejudices provide a ready audience for the fascinating results of early neuroimag-
ing studies suggesting some distinctive features of the “adolescent brain,” as revealed on
tasks suited to that methodology. Like any sweeping generalization about a complex real-
ity, this account can obscure as well as reveal important processes. For example, it belies
the finding that adolescents tend to view themselves as more vulnerable, relative to their
peers, than do adults (Quadrel, Fischhoff, & Davis, 1993). Adolescents greatly exaggerate
their probability of dying prematurely, despite making other probability judgments with
good construct and predictive validity (Bruine de Bruin, Parker, & Fischhoff, 2007a)

By the midteen years, teens typically have most of the same cognitive skills as
adults (Reyna & Farley, 2006). Clearer differences between adolescents and adults
arise in their familiarity with specific domains. In some domains adolescents may
know more than adults as a result of how they spend their time (for example, on com-

puters, cell phones, or in high school halls) or as a result of direct
instruction (such as health education or drivers training). In other cases,
they may know little or may even be misinformed (through advertising
or rumors, for example). With new decisions, adolescents naturally lack
the capabilities that come only with practice, such as quickly grasping
the gist of familiar situations (Reyna & Farley, 2006) or having over-
learned responses that they can exercise even under pressure.
Graduated drivers licensing illustrates one type of strategy for help-
ing adolescents acquire the gist situational awareness and practiced
psychomotor skills needed to make and execute sound choices in a very
complex environment. Social skills training programs seek to do the
same in settings where progress is essential if adolescents are to mature
into adults (such as decisions about smoking, sex, or drinking), but
where pitfalls can thwart development (such as addiction, unplanned
pregnancy, or delinquency). As parents, educators, and policy makers,
adults struggle to create the right balance of rights and responsibilities.
One measure of the difficulty faced by those providing guidance is
seen in the observation by Justice Scalia in 2005 that the American Psy-
chological Association had filed amicus briefs emphasizing both adolescents’ capabilities
(in a case supporting their reproductive rights) and their deficiencies (in a case opposing
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the adjudication of adolescents as adults). Both arguments could be valid. Decisions
regarding health and violence differ in many ways, depending on the skills of the individ-
ual teens involved and the social and emotional pressures of the decisions that they face.
However, such critical differences can get lost among sweeping generalizations about
adolescents and their capabilities.

This chapter summarizes the research on the decision-making skills and knowledge
that adolescents bring to health decisions. A different perspective would be to assess ado-
lescents’ competence to make various choices (Fischhoff, 2008). Health researchers and
practitioners need to understand these limits, so that they expect neither too much nor too
little from adolescents. They also need to understand the underlying processes, so that they
can attempt to expand the range of health decisions that adolescents can make effectively.

Given the diversity and complexity of adolescents, decisions, and social environ-
ments, this research espouses no grand theories. Rather, it involves detailed assessments
of decisions and the individuals making them. Overall theoretical accounts emerge from
in a bottom up manner, from the integration of theories regarding the complex elements
of people and tasks, rather than from a top-down general account of what people are like.
The ingredients of these accounts are normative analyses, which identify
the optimal choices for specific decisions and consider the values and
capabilities of the individuals making them; descriptive accounts of how
people interpret and integrate the elements of the choices they face; and
prescriptive interventions, which seek to help people make better choices,
bridging the gap between the normative ideal and the descriptive reality.

These interventions enhance the normative and descriptive research by
showing how well it has illuminated the problem.

Because it begins by characterizing decisions in analytical terms, this
perspective looks at behavior through a cognitive lens. It accommodates
noncognitive processes through their effects on how people approach their
choices. Thus, for example, affective processes can cue specific task fea-
tures, make judgments more or less optimistic, and affect task involve-
ment. Impulsivity can arise from frustration over the inability to make
choices or from drifting toward situations (such as sex or violence) where
passions play a greater role. General feelings of self-efficacy (or internal
locus of control) may predispose people to put more effort into getting
decisions right, because they expect a return on their investment. Physio-
logical or developmental factors can affect the outcomes that people seek
to experience or avoid (such as fun, novelty, exploration, or social
approval). Social and economic factors can affect the options among
which individuals feel able to choose.

A decision-making perspective provides a platform for integrating
these diverse areas of research, extracting their practical importance for the choices
that people make and how they make them. Applied systematically, it can show gen-
eral trends, such as adults” development of habitual responses that reduce their need
for novel decision making and keep them from situations presenting impossible
choices. Adults may also have more freedom from some coercive pressures (such as
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peers and parents) and less freedom from others (such as work and finance), affecting
their ability to achieve desired ends.

KEY CONCEPTS AND RESEARCH FINDINGS

Decision science begins by creating a normative account of how a rational actor ought
to make a decision. (The norms here are the axioms of utility theory, not the social
norms familiar to psychologists.) Rational actor models assume that decision makers
have a stable set of underlying preferences capable of evaluating any outcomes, and
unlimited ability to perform the mental calculations needed to make such evaluations.
If they are also well informed, rational actors will make optimal choices, in the sense
of securing the best expected outcomes.

Rational actor models are implausible as a descriptive account of how most deci-
sions are made. Indeed, violations of rationality were demonstrated (for example,
Allais, 1952) almost as soon as its classic formulation (von Neumann & Morgenstern,
1944) was promulgated. Nonetheless, the conceptual clarity of rational actor models
has aided the growth of more behaviorally realistic theories by making it easier to for-
mulate hypotheses and aggregate results across studies. Comparison with a normative
model also helps to focus and evaluate prescriptive attempts to facilitate better deci-
sion making by showing how much various imperfections matter.

An influential alternative approach describes behavior in terms of systematic
deviations from rationality (Simon, 1956). It characterizes decision making in terms of
psychologically plausible processes that seek to approximate optimal choices, but that
don’t require the cognitive skills, training, and capacity that rationality demands. One
simplification strategy called bounded rationality uses a simplified (or “bounded”)
version of the actual decision, ignoring some options, uncertainties, or outcomes to get
close enough to the optimal choice. A second simplification strategy called satisficing
uses a heuristic (or rule of thumb) that can consider any aspect of a decision, but does
not do so in rigorous detail. Rather, decision making proceeds until it identifies an
option that passes critical thresholds (such as a vacation spot that is warm and inex-
pensive enough). Combinations are possible, such as using heuristics to simplify a
choice set to the point where a boundedly rational analysis is possible.

Next, we consider separate elements of decision making: options, outcomes, and
values. Here, we compare normative accounts of what a rational actor would do with
descriptive accounts of what people actually do. We describe adolescent decision mak-
ing in terms of differences from adult decision making (which it usually resembles in
most respects), focusing on health-related tasks.

Considering Options

Decisions entail choices between options. Normatively, people should consider all pos-
sible options when making a choice. However, several constraints can truncate the set of
options actually considered. One constraint is the limited time and energy available for
identifying the potential options. When there are many possibilities, looking at them all
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can prevent understanding any of them (Long & Fischhoff, 2000). When reading long
restaurant menus, for example, decision makers can feel that they have seen enough
options and the time has come to start evaluating them. Truncating the search can
improve decision making if it leads to examining promising options more thoroughly.

However, deeper examination of only a few options can undermine decision mak-
ing if the option selection process is biased. Unlike restaurant selections, many deci-
sions lack a list of options or an organizing principle outlining all categories of options.
Instead, the available list may provide just appetizers with no hint as to what is missing.
Familiar psychological processes can cause such biased selection by making some
options disproportionately salient. For example, some options may be mentioned explic-
itly when a decision arises, whereas others are not. The status quo is typically an implicit
option, and a favored one at that (Kahneman & Tversky, 1979). Inaction may not seem
to be an option or may even be an admission of failure. Considering one option may
highlight different possible outcomes than would emerge if that option’s complement
were considered instead (for example, skipping classes versus going to them).

When faced with explicit options, people might go no further, failing to ask if bet-
ter options are “out there” or could be created from an ill-defined space of possibili-
ties. Such restrictions on the option set could reflect a rational evaluation of the return
on investment in additional searching. However, they could also reflect cognitive iner-
tia, supported by not knowing how to structure the option creation process. Even when
the explicit option space includes all viable alternatives, they may not be examined
fully. People may instead unthinkingly rely on habitual behaviors that they have acquired
by trial and error or instruction. When driving familiar routes, we think little about
whether to make a particular turn unless something unusual captures our attention.

One likely difference between adolescents and adults is their repertoires of habits. In
a rush, adolescents face many complex, uncertain decisions (about sex, drugs, schooling,
careers, intimacy, and autonomy), with options that are barely delineated or are newly
interpreted for their specific circumstances (“Exactly how do | say ‘no” and still maintain
my relationships?”). In contrast, adults have had more time to acquire effective habits (at
least those adults who make it to adulthood with a modicum of success). As their tastes,
interests, options, and beliefs change, they may also replace old habits with new ones.
Happy hour may be less appealing (and less feasible) once a spouse or children enter the
picture. As social circles and reputations solidify, less is riding on any given interaction.
If their habits change gradually, it may be hard for them to reconstruct the process and
realize how options that they have abandoned could still make sense for teens.

Other decisions don’t evoke such habitual responses. The more important the deci-
sion, the greater the incentive to enumerate and examine options: which car to buy, which
job to take, whether to have a child. Cognitively focused educational approaches are more
likely to be effective for decisions like these, where people are predisposed to apply them-
selves analytically, as opposed to decisions where people wish to rely on simple heuristics
or gut feelings, for which it may be better to teach solutions and their implementation.

Merely putting effort into decisions does not necessarily make them good ones,
unless people have the needed cognitive skills. Parker, Bruine de Bruin, & Fischhoff
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(2007) found that people who described themselves as attempting to
maximize their outcomes reported poorer outcomes and performed
more poorly on an individual-differences test of decision-making com-
petence, compared to people who described themselves as attempting
to satisfice (Bruine de Bruin, Parker, & Fischhoff, 2007b). Similarly,
generating many options does not necessarily improve decision mak-
ing. The value of this investment depends on one’s ability to think of
superior options and recognize them as such. Whether it is worth the
effort depends on the importance of the decision and the efficiency of
the process. Considering what to eat for lunch should not require sys-
tematic analysis, unless one is trying very hard to make a good impres-
sion. Even there, though, the critical advice may be simple, but perhaps
not obvious to the inexperienced (for example, avoid spaghetti with
tomato sauce on first dates and job interviews).

Utilities

Once the options are identified, their evaluation can begin. The first step is identifying
the range of possible consequences that matters to the decision maker (for example,
how much money could possibly be lost or gained or how long might a job take). The
second step is determining the relative attractiveness (or aversiveness) of each possi-
ble consequence, known as its utility (or disutility). The utility could be a linear func-
tion of the outcomes if, say, a dollar is a dollar, however many one gets, or an hour is
an hour, however long a job takes. Or it could take other forms. Decreasing marginal
utility is common when the same incremental change matters less for higher values
(going from $0 to $100, for example, versus from $1,000 to $1,100). But one can also
anticipate getting increasingly frustrated as a task takes longer and longer.

The relative importance of one outcome compared to others depends on the range
of possibilities for each. An outcome that is important in a general sense (such as
money or life expectancy) might be unimportant in a particular decision if it does not
vary across the options. For example, graduate students typically care a lot about
money. However, within the set of apartments that they can conceivably afford, other
concerns may dominate. Everyone values health, but needn’t consider it when channel
surfing. Importance is context dependent, and importance rating scales are thus mean-
ingless unless interpreted in context.

Decision theory is agnostic about what people hold to be important. It cares only
about people’s ability to identify choices in their own, self-defined best interest. Elab-
orate procedures are used to discern what people value (Fischhoff & Manski, 1999).
These follow two strategies. Expressed preference procedures ask people to describe
those values. These procedures face the same threats as attitude measurement, such as
overt misrepresentation, failure of introspection, stimulus and response range effects,
and so on. Revealed preference procedures infer values from actual behavior. They
face threats from the confounding effects of the other elements of the decision-making
processes, such as how people assess the probabilities of achieving the outcomes, how
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people integrate different concerns in making their choices, and whether people act on
those choices.

As imperfect as these procedures may be, they represent a commitment to looking
at decisions from the decision makers’ perspective. Indeed, although decision-making
research is most clearly formulated in terms of completing the normative-descriptive-
prescriptive arc, the normative analysis cannot begin without some descriptive
understanding of decision makers’ goals. This commitment means that even when
researchers are focused on a particular goal shared by adolescents (such as avoiding
sexually transmitted infections), they must consider other competing or conflicting
objectives (such as social standing, experience, and fun), as well as the possibility that
adolescents care less about shared objectives than adults might like (such as hoping to
get much more out of life than just avoiding sexually transmitted infections).

Studying decision makers’ values in a disciplined way is particularly important when
researchers come from different backgrounds compared to decision makers. Thus, value
elicitation might be essential when adults such as researchers or educators try to under-
stand and help adolescents. As elsewhere, there is value in triangulating revealed and
expressed preference methods. That is, it is good to observe what adolescents actually
do—including the behaviors that they avoid—in sufficient detail to reveal reasonable
hypotheses about the values that might underlie their choices. At the same time, it is also
good to ask adolescents what is on their minds—in order to sort through potential moti-
vating factors that are correlated—and identify those that had not occurred to adults.

An increasingly recognized threat to value assessment, and to effective decision
making, is people not knowing what they want. That is, even when people hold strong
general values, an inferential process is required to articulate their implications for
specific choices. In such cases, seemingly subtle changes in problem representation
can produce preference shifts. Such phenomena have long been the bread and butter of
researchers studying context effects, such as the difference between people’s willing-
ness to “prohibit” an act and “not to allow” it. Such studies have typically emphasized
the semantic content of evaluation tasks. Decision science’s complementary contribu-
tion has been to offer more structural accounts of the vagaries in values.

One such account traced back to Coombs (1964), Thurstone (1924), and perhaps
before, is that people have distributions of values from which they sample preferences
whenever specific questions arise. In such cases, any two observations might seem
inconsistent; however, a set of observations will reveal orderly variability. Over time,
the distribution will tend to shift as people discover that they like some things more or
less than they expected, and to tighten as people converge on that value. Shifting and
uncertain preferences should be more likely with adolescents as they gradually learn
what they like about new topics. When that is the case, it takes sustained observation
to distinguish noisy preferences from chaotic ones.

These models typically assume stable preferences, which people learn to recog-
nize. However, preferences can also change with experience. Of particular relevance
to adolescence is the value that novelty per se can have, whether just as something
new or as an opportunity to learn. Where novelty has value, experiences should have
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less value over time. Such habituation should be more common among adolescents
than adults because more things are novel to them. In this light, adults’ advice to “grow
up” may in effect ask adolescents to reach a state that requires personal experience
without allowing adolescents to live through those experiences.

A second decision science account involves situations in which people have con-
flicting values that they have not resolved. In such cases, people are particularly vul-
nerable to the perspectives made salient by the way questions are posed. Advertisers
take advantage of this indeterminacy by trying to highlight values that favor their
products. In principle, adolescents should be particularly vulnerable to such manipula-
tion, insofar as they are still consolidating their self-identity and what things matter
most to them.

A third account involves situations in which people choose to work through these
uncertainties and contradictions. That is, of course, what happens in life. Sometimes
we face easily weighed outcomes. At red lights, the utility of gaining a few seconds is
clearly less than the expected disutility of possibly being hit by a bus. Sometimes,
though, we are torn between competing values. A piece of cake may look delicious but
conflict with dietary goals whose importance depends in turn on how we judge conse-
quences like feeling good about ourselves, looking good at a reunion, and living to a
ripe old age. Moreover, to some extent we realize that our values are time dependent,
with current pleasures dominating later ones (and later pain). Temporal discounting—
caring less about future outcomes—is one part of the puzzle and is often confounded
with other concerns, like not being sure that we will live to enjoy future rewards or be
able to collect on others’ promises to deliver them (Frederick, Loewenstein, &
O’Donoghue, 2002).

In order to avoid paralysis, we work through these conflicts, expressing prefer-
ences drawn from our basic values. An applied branch of decision science called deci-
sion analysis (Raiffa, 1968; von Winterfeldt & Edwards, 1986) tries to help people do
so in an orderly way. Many of its tools seek to structure value elicitation in ways that
avoid the kinds of bias described above. Similarly spirited prescriptive interventions
can be found in various values-clarification procedures. Studies of such processes are
relatively rare in descriptive research, as though the possibility of changing people,
even for the better, leaves researchers nervous. Such studies would be particularly
interesting with adolescents, given the possibilities for large, important changes.

Probabilities

The utilities assigned to possible outcomes capture their relative value. In many deci-
sions, decision makers need to know the probability that choosing any given option
will lead to each possible outcome. For example, when deciding whether to pull all-
nighters, teens need to know how likely it is that the effort will improve their grade.
Ideally, knowledge of such probabilities comes from long experience, allowing accu-
rate estimation of relative frequencies. In lieu of experience, people are left with
judgments. These expressions of belief about future events are called subjective prob-
abilities when they have the internal consistency needed to satisfy the probability
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axioms (for example, the probability of an event and its complement should equal
100 percent).

Arguably, some subjectivity is inevitable. Even in deliberately standardized realms
(such as casino gambles), people might wonder about the procedures (for example, are
the slots rigged?). Even in statistics-rich domains, like baseball, judgment is needed to
identify the relevant statistics. For example, is a batter’s chance of hitting predicted
best by his average for his career, the season, at home, or against left-handed pitchers?
Conditioning on enough variables makes the event a unique one. Choosing the opti-
mal reference class (or two or three) requires theoretical judgment. Recognizing the
need for judgment, some scholars distinguish between estimating relative frequencies
versus assessing probabilities. The former is akin to bounded rationality, following
sophisticated procedures on a narrowly defined problem. The latter is akin to satisfic-
ing, taking a sophisticatedly broad view en route to admittedly flawed judgments.

The proper balance between seeing events as unique versus repeated is a central
topic in decision science. Bayes’s Theorem gives the normative answer. But descrip-
tive research tells us that people don’t often hit the right balance. On the one hand,
people’s existing beliefs can be very resistant to change, as they deliberately recruit
supporting evidence and extract support from ambiguous evidence (confirmation
bias). On the other hand, people can neglect the implications of statistical summaries
of what usually happens in similar situations if they are confronted with salient evi-
dence regarding a specific case (base-rate fallacy). Determining which conditions
favor different patterns is a lively research area (Gilovich, Griffin, & Kahneman, 2002;
Kahneman, Slovic, & Tversky, 1982). Once mastered, its conclusions should apply
equally to adolescents and adults. There are no demonstrated developmental differ-
ences in how general and specific probabilities are combined. Like other higher cogni-
tive skills, these appear to be consolidated by midadolescence, leaving teens with the
capabilities and limitations of adults.

For example, fairly accurate predictions were made by a random national sample
of fifteen- and sixteen-year olds (in the National Longitudinal Survey of Youth 1997)
regarding the probabilities of major events in their lives, such as getting pregnant,
being arrested, or working full-time (Bruine de Bruin et al., 2007a). The orderliness of
their responses suggests that any biases in teens’ probability judgments likely reflect
problems with their beliefs, rather than difficulties with giving numerical probabili-
ties. These predictions were later correlated with the experiences that the teens reported
on subsequent waves of the survey. For most outcomes, there were large correlations
between the probabilities that teens had initially given and whether they subsequently
reported the event.

The group-level accuracy of some of these predictions follows general behavioral
principles, plausibly applied to these tasks. For example, receiving a high school diploma
and encounters with the law, both of which were predicted within a 3 percent margin of
accuracy, are relatively public events for which teens might observe large, relatively
unbiased samples such that relying on the availability heuristic would serve them well
(Tversky & Kahneman, 1974). Females underestimated their risk of pregnancy and
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childbirth, possibly reflecting their not realizing how many pregnancies are hidden or
how the chances will increase as they progress past puberty. It might also reflect misun-
derstanding of how unprotected sex happens, including the roles of passion and emerg-
ing social norms (Downs, Murray, et al., 2004). For those females who did not want to
get pregnant, there may have been some element of wishful thinking, as there might have
been with those who overestimated their chances of staying in school and working.

Each of these necessarily speculative accounts focuses on the information that
teens have to process, while assuming that they have imperfect processing skills simi-
lar to those of adults. Whatever individuals’ skills, they are at the mercy of the
information available to them and their understanding of its limitations. Particular
challenges arise with rare, important events that lack reliable, trustworthy reporting,

requiring people to infer a lot from a little. Adolescents often find them-
selves in this kind of situation. They have not had time to observe many
of life’s most dire events, such as suicide, serious injury, addiction, or
unplanned pregnancies. Conventional social practices often hide them.
Summary information is often embedded in persuasive communica-
tions from well-meaning adults, which adolescents must learn to decode,
much as they must learn to decode the communications of advertisers.
Thus, adolescents must make complex inferences about risks from
imperfect information sources. For example, educational materials often
depict unprotected sex as very risky (for example, “it only takes once” for
sex to lead to pregnancy). When young women do not get pregnant after
unprotected sex, some of them infer (logically, given their biased knowl-
edge) that they are infertile. This inference leads to the conclusion that
unprotected sex is safer than they thought, ultimately leading to higher-
risk behaviors (Downs, Bruine de Bruin, Murray, & Fischhoff, 2004).
Other possible inferential challenges arise after observing friends using
drugs without overdosing, having sex without appearing to get pregnant or
contract a disease, driving drunk without crashing, and so on. Risk analysts often use near
misses to inform their understanding of rare events such as plane crashes. It would be a lot
to ask teens to extract proper lessons intuitively from, say, observing the effects of binge
drinking on controlling cars or sexual encounters if no severe consequences result. Adults
would face similar difficulty in making inferences about poorly described unfamiliar
events in their own lives (such as investments, career changes, or mortgages).

In contrast to the above relatively orderly and accurate predictions, adolescents
greatly exaggerate the probability of premature death. Whereas 0.08 percent of U.S.
teens die annually, survey respondents (0.10 percent of whom had died by the next
wave of the survey) gave estimates that were two orders of magnitude higher: 18.6
percent chance of dying in the next year, 20.3 percent by age twenty. Moreover, most
gave the same probability for dying in the next year and by age twenty, even though
the first figure should normatively be much lower. Among those giving different
judgments, only two-thirds gave a higher probability for the longer period. These judg-
ments showed some elements of construct validity (such as positive correlations with
reported neighborhood gang violence and personal gang membership), suggesting that
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they are not thoughtless responses. They include one known anomaly in probability
judgments observed previously with adults (including technical experts): an apparent
tendency to say fifty, in the sense of an uncertain “fifty-fifty,” rather than a numerical
probability when deeply uncertain about what to say but wanting to fulfill the
researchers’ demand for a number. Such epistemic uncertainty is seen here in a pre-
ponderance of responses at fifty within a distribution of probability judgments in
which the median of other responses is 10 percent, still much too high. It represents
another reflection of adolescents’ heightened sense of vulnerability.

Integration

Options, values, and probabilities are the ingredients for a choice. Actually choosing
requires applying a decision rule. For a rational actor, that entails assessing the expected
utility of each option. The expected utility of each outcome equals its utility multiplied
by its probability. Summing over the possible outcomes yields that option’s overall
expected utility. That is possible because all options have been translated into a common
unit—utility. (A purely economic approach would translate everything into dollars.)
Summing expected utilities across outcomes treats them as compensatory outcomes,
in the sense that being very good in one respect (such as most likely to be a lot of fun) com-
pensates, at least somewhat, for being bad in another (such as some chance of pain). Other
deliberate decision rules are possible and can be incorporated into normative analyses. For
example, a conjunctive decision rule requires each expected outcome to pass a threshold
(for example, at least some expected fun and not too costly). A digunctive decision rule
imposes a threshold on just one outcome (such as not risky at all). Such rules approach sat-
isficing if the decision maker stops once the first acceptable option has been identified.
When outcomes are uncertain, the option with the highest expected utility may
not turn out to be the one that provides the best outcomes. Experience may show some
sound choices backfiring, with foolish ones occasionally lucking out. Outcome bias
describes the tendency to judge choices by the outcomes that followed them, rather
than by the thinking that went into them. It can be amplified by hindsight
bias, as a result of which people can no longer recall (or reconstruct)
the uncertainty surrounding the choices, and end up exaggerating how
clear the experienced outcomes were.
Decision scientists have long known that in decisions of any com-
plexity, complete expected utility calculations are infeasible. Research-
ers have adopted several strategies for dealing with that reality. One
examines how people transform decision-making tasks into problem-
solving ones, in which they can apply deterministic rules to identify the
best options. Some of these rules have a formal structure. For example,
elimination by aspects looks at all options in terms of the outcome that
is most important in some general sense, eliminating those that are infe-
rior in that respect. It then does the same for the second most important
outcome and so on, until one option is left. Like any simplification
strategy, this one can produce inferior choices when the features that it
ignores matter. Tversky (1972) shows how elimination by aspects can
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produce intransitive preferences (preferring A to B, B to C, and C to A), violating a
normative axiom. Other simplifying rules are domain-specific rules. Studying such
rules helped the development of artificial intelligence (Newell & Simon, 1968).

A second approach to the descriptive implausibility of expected utility theory has
been to create alternative computational rules, embodying principles that are more plau-
sible psychologically. These alternative rules abandon the normative claims of expected
utility theory (regarding how decisions should be made) for the sake of greater descrip-
tive realism. The most prominent alternative is Kahneman and Tversky’s (1979) Pros-
pect Theory. It posits that people value options (called prospects) in terms of changes
from a reference point (typically the status quo), rather than in terms of the resultant
overall “wealth” (or net asset position). Although it might be normatively appropriate to
look at everything (in effect, counting one’s blessings), it is much more natural to look
at changes from an adaptation level. Prospect theory also posits that the value assigned
to a given change is greater if it is bad than if it is good (losses loom larger than equiva-
lent gains). A third assumption is that people try to simplify the probabilities of these
outcomes, showing insensitivity to differences in the midrange (for example, 30 percent
versus 40 percent), while prizing outcomes that can be predicted with certainty.

Prospect theory has been elaborately examined and reformulated. Among its most
renowned findings are framing effects, or reversals of preference achieved by manipu-
lating the reference point. For example, comparing a salary increase to last year’s sal-
ary may make it more acceptable than comparing it to the raise one expected or to
some measure of inflation. Other researchers have proposed alternative reformulations
of utility theory based on other psychologically intuitive principles, such as the desire
to avoid regret (Loomes & Sugden, 1983).

A third integration strategy entails examining how sensitive the optimality of a
choice is to the precision in decision makers’ thinking. For example, von Winterfeldt
& Edwards (1986) showed that for a broad class of decisions with continuous options
(for example, drive X mph, spend Y hours on homework, or invest $Z), expected out-
comes were relatively insensitive to errors. The downside of living in such a forgiving
world is not receiving clear feedback on how good one’s judgment was, leaving one
vulnerable in situations where accuracy matters.

In a related result, Dawes and Corrigan (1974) found that predictive models
with the computational form of utility theory (and prospect theory) are often forgiv-
ing of estimation errors in model inputs. Such simple linear models, including
weighted sum models, consist of those where probabilities weight the utilities of
outcomes. If the variables in a simple linear model are individually correlated with
the criterion, the model will have some predictive success even if the weights are
somewhat wrong, the bivariate relationships somewhat nonlinear, and there are some
moderate interactions (not captured by simply adding individually weighted vari-
ables). With standardized variables (mean=0; standard deviation=1), regression
weights perform no better than unit weights as long as they have the proper sign. The
same would apply to other models as they approach standardization (for example,
using the same rating scale for all variables).
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The predictive power of simple linear models is good news for researchers with pre-
dictive intent. They can focus on identifying variables that correlate with the criterion and
on measuring them well. The modeling will take care of itself. It is bad news for research-
ers with explanatory intent. Many different models, varying in their predictors, form, and
weights, will have similar predictive success. Although each model implies a different
explanatory account, essentially they are empirically indistinguishable. Researchers will
naturally find ways to account for why one model fits better than another, in a single study
or across studies. However, they might just be explaining random variation around the
insight shared by the underlying constructs common to the various models.

Faced by these results, decision scientists have largely abandoned predicting indi-
vidual choices, assured that this could always be done through collaboration with
researchers who knew which concerns motivated individuals in particular domains.
Instead they have focused on the processes governing the elements, such as how peo-
ple assess probabilities and utilities, how they structure decisions, and how they evalu-
ate their own competence. There is little research comparing adolescents and adults in
terms of adherence to prospect theory or to any other integration rule. Nor is there any
strong reason to expect the basic psychological processes (such as evaluating alterna-
tives relative to a reference point) to be different at different ages.

DECISION SCIENCE AND SOCIAL COGNITION MODELS
OF HEALTH BEHAVIOR

Many health researchers are familiar with the approach to decision making embodied
in social cognitive models of behavior change, such as the health belief model (Becker
& Rosenstock, 1987), the theory of reasoned action (Fishbein & Ajzen, 1975), and its
extension in the theory of planned behavior (Ajzen, 1991). These models have had
success in predicting behaviors in many domains and have informed interventions
seeking changes in health behaviors.

These models share concepts with decision theory. They view people as making
choices that reflect perceptions of the attractiveness of possible outcomes, weighted
by their perceived likelihood (although each construct is measured somewhat differ-
ently). By focusing on specific domains, researchers bring subject-matter expertise
regarding the outcomes that occupy decision-makers (such as conforming to social
norms) and factors affecting likelihood judgments (such as perceived control or
pluralistic ignorance). They may develop measures that can be reused across studies,
decreasing costs and improving comparability, but necessarily sacrificing some preci-
sion in accounting for domain-specific factors. Thus, social cognitive models provide
an efficient point of departure for practitioners, especially ones who care about
theoretical understanding specifically to the extent that it facilitates achieving practical
results. For them, the fact that social cognitive models are also simple linear models
should matter little—that is, it should not matter if different models, and their
underlying theories, cannot be distinguished empirically, as long as they include
enough insight to predict or produce healthier behavior.
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In contrast, decision science looks at each choice as a separate problem. It begins
with a normative analysis that finds where a focal behavior fits into the big picture of
individuals® goals, options, and constraints. As a result, the analysis can conclude that
the behavior change desired by the researcher is not in the individuals’ self-defined
best interest. In other words, “misbehavior” may not be just a matter of misunder-
standing the situation. Such cases raise the question of whether researchers are empow-
ered to engage in persuasive attempts to change individuals’ values or whether they
would do better to change individuals’ world so that the behavior that the researcher
favors produces outcomes that the individuals also want.

As part of a broad review, Ogden (2003) criticizes applications of social cognitive
models for failing to take their theoretical claims seriously. She notes that most studies
find their criterion variable uncorrelated with at least one key predictor in their model.
A typical response is to find reasons why the relationship might fail in their circum-
stances, rather than to challenge the model. This suggests that the models are valued
more for their predictive power than for their theoretical content. As mentioned, that
might satisfy the needs of practically oriented users, who may not appreciate or be
concerned by the robustness (or shakiness) of the associated theory. As Ogden notes, a
theory that cannot be tested is not a theory at all. (Invoking a theory might, however,
effectively raise the status of social science research in settings dominated by natural
scientists.)

In contrast, decision science offers no overarching theory of decision making.
Expected utility theory provides aspirational predictions, showing what fully rational
individuals would do. Providing a standard for evaluating actual performance helps to
identify places where people could use help in making better choices, while prompting
the search for processes that might undermine their performance. Those processes are
typically studied in isolation, using primarily experimental procedures. This results
in testable hypotheses (such as prospect theory, hindsight bias, and overconfidence)
regarding elements of decision making. Normative analyses characterize the roles that
these processes play in specific choices. Where social cognitive models have proven
useful, they could provide points of departure for both the normative models and the
descriptive work of decision science.

ADOLESCENTS AND ADULTS

Each of the preceding sections considered how adolescents might differ from adults,
in light of either evidence making direct comparisons or general theoretical consider-
ations. These comparisons consider differences in both psychology and circumstances.
Generally speaking, there seems to be more variation in circumstances than in psy-
chology. By the midteen years, cognitive performance on most decision-making skills
appears to be similar for adults and adolescents. However, adolescents face different
decisions in different and, arguably, more difficult informational environments. A full
comparison of adult and adolescent decision making would also consider differences
in social and emotional processes, looking for barriers to orderly decision making and
interventions that might facilitate it.
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Given the diversity of decisions that adults and adolescents face—
not to mention the diversity of adults and adolescents—any sweeping
generalization about differences between them may obscure as much as
it clarifies. From a decision science perspective, any observed differ-
ence has practical importance to the extent that decisions are sensitive
to it. Decision science assesses that relevance by asking how other pro-
cesses affect each element of the normative-descriptive-prescriptive
treatment of a decision. Consider the following three examples.

1. Some evidence suggests that adolescents react more slowly to some
risk-related stimuli. If decisions must be made so quickly that this
time difference precludes recognizing a risk, then the decision that
adolescents make could miss elements that adults recognize. Pre-
scriptive interventions could train for the needed pattern recognition,
as is done for drivers, pilots, and soldiers. Similar reasoning applies
to older drivers who can no longer recognize or respond to familiar
risks or whose driving environment has changed (although training
for pattern recognition may be less feasible).

2. Adolescents are often held to be particularly prone to discount fut-
ure outcomes, in part because they seem to be more willing to take
risks that threaten their future well-being. Pure temporal discount-
ing is the term for valuing outcomes less simply because they will
be incurred later (next year versus today or two years from now versus next year).
Decision science has studied how other concerns can mimic pure temporal dis-
counting, while representing other underlying processes. For example, a future
outcome may be valued less if one does not expect to live to enjoy it, if one does
not expect it to be delivered, if one does not expect to enjoy it as much (as a result
of changing tastes, for example), if one expects to derive greater benefit from
savoring or learning from the experience by having it sooner, or if one expects to
derive greater value from meeting an immediate need (such as money that pro-
vides a grubstake or recognition that launches a career). These expectations may
be misinformed. However, even if they lead to poor choices, poor understanding
is a different diagnosis from poor impulse control.

3. Adolescents are often held to be more impulsive than adults, and some observers
point to neural and hormonal differences. However, looking at decisions from
adolescents’ perspective may reveal that their actions have benefits that adults
do not appreciate. A youth culture may prize spontaneity, leading to deliberate
choices that look superficially like impulsive ones. Inability to decide can leave
people drifting toward situations in which social pressures change the decision
calculus (such as a sexual encounter or violent confrontation). Not realizing just
how difficult a decision can be may erode adolescents’ (or adults’) feelings of self-
efficacy, leaving them less willing to try.
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SUMMARY

Decision science employs a systematic strategy for all decisions. Normative analysis
summarizes scientific knowledge regarding the decision, focused on the outcomes that
matter to decision makers. Descriptive research characterizes the decision makers’
perspectives in terms comparable to the normative analysis. Prescriptive interventions
seek to close the critical gaps, a process that depends on the extent of descriptive
understanding and the validity of the normative analysis. Decision science generates
research regarding fundamental processes of decision making, such as probability
assessment and value consistency. It accommodates research from other fields to the
extent that their results involve effects large enough to affect choices.

Applied to adolescents, decision science has revealed a more positive picture, rel-
ative to the gloomy view that many people hold about adolescents’ capabilities. That
picture reflects (1) a gloomier view of adults, based on the well-documented litany of
judgmental biases, (2) a conceptual framework that allows a clearer characterization
of decision-making processes, and (3) a willingness to examine choices in terms of
adolescents” many goals, not just those that adults wish them to have. Only decision-
specific research can tell how competent adolescents are to make specific choices—or
could be with properly focused help.

By the midteen years, adolescents seem to have most of the cognitive decision-
making skills of adults. They know more about some things, less about others. They
share some goals with adults, but not al. They may face harder decisions, with fewer
automatic choices, under different social constraints, and with less emotional control.
Future collaborations with decision scientists, especially in the development of pre-
scriptive interventions, should be theoretically productive, while pushing other fields
toward decision-relevant topics.

KEY TERMS

Base-rate fallacy
Bounded rationality
Confirmation bias
Conjunctive decision rule
Decision analysis
Decision science
Descriptive accounts
Disjunctive decision rule
Disutility

Expected utility
Expressed preference procedures
Framing effects
Hindsight bias
Normative analyses

Outcome bias

Prescriptive interventions
Prospect theory

Prospects

Pure temporal discounting
Rational actor models
Reference point

Revealed preference procedures
Satisficing

Self-efficiency

Simple linear models
Subjective probabilities
Utility
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DISCUSSION QUESTIONS

1. How do decision makers use the information available to them in choosing
between options? How might the quality of this information differ for adolescents
and adults?

2. What are the key differences between social cognitive models of behavior change
and decision science? What are the strengths and limitations to using each of these
models as a framework for understanding how adolescents make decisions?

3. Given that adolescents and adults have similar cognitive skills, why are adoles-
cents perceived to be worse decision makers? Explain and provide examples.
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BIOLOGICAL
UNDERPINNINGS
OF ADOLESCENT

DEVELOPMENT

ELIZABETH A. SHIRTCLIFF

LEARNING OBJECTIVES
After studying this chapter, you will be able to

Recognize the influence of biological factors on behaviors during adolescence.
List key biological changes that occur during the adolescent period.

Explain how the organizational-activational hypothesis helps explain hormonal
processes.



96 Chapter 6 Biological Underpinnings of Adolescent Development

This chapter will explore the influence of biological factors on behaviors that change
during adolescence. It will describe some of the biological changes that occur during
adolescence, focusing on pubertal development, the hormonal changes that cause
puberty to progress, and concomitant changes in the adolescent brain.

Understanding peripheral and central biological changes allows usto gain a better
understanding about why social, emotional, and risky behavior changes during
adolescence. This knowledge may in turn lead to a better understanding of how some
biological changesin pubertal individuals can contribute to the emergence of problem
behavior. A handful of behaviorsthat typically change during adolescence will be used
as exemplars of this biosocia model.

It may seem out of place in a practical, outcome-based text to focus on biological
underpinnings of adolescent development; therefore, a brief note about the policy
implications of biological research is warranted. There are at least three possible
policy-oriented reasons for exploring biological underpinnings of adolescent develop-
ment, as follows:

1. Biologicaly informed methods may indicate a mechanism or provide a window
into the etiology of a disorder or developmental phenomenon, particularly when
we consider the interplay between biological and social forces.

2. Biological forces may indicate who is the most vulnerable to a particul ar disorder
or, more interestingly, in what biological state or at what time an underlying vul-
nerability is most likely to be expressed.

3. Intervention research that indicatesan initial biological vulnerability may beableto
demonstrate differential changes in the outcomes in longitudinal investigations.

Thus, by incorporating biologically informed methods into our studies, we can
gain insight into vulnerabilities and mechanisms and a deeper understanding of the
developmental changes we are able to see or report. By understanding biological
underpinnings, we may gain additional insights into the social contextual world of
adolescents and how it interacts with their biology.

Hormones are emphasized here because they are remarkably responsive to the
environment, constantly changing in response to our physical, social, and emotional
world. Yet hormones are also the scaffolding for the genetic blueprint of the individ-
ual; over seconds, minutes, hours, and days, they activate genes nearly everywhere
in the human body. Genes are unchanging, but hormones allow their expression to
vary across time, social context, physical environments, and developmental stages
(Gottlieb, 1996).

Hormones are also emphasized because they drive puberty—after critical events
take place in the peripubertal brain. Adolescence has been defined as that avkward
period between sexual maturation and the attainment of adult roles and responsibilities
(Dahl, 2004). Thefirst part of adolescence is marked by pubertal development and the
activation of hormonal systems, and so understanding these biological changes will
afford greater insight into the first changesin the early adolescent.
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Although this review will emphasize hormones, | do not want to overplay their
importance or perpetuate the long-standing myth of adolescents as victims of “raging
hormones’ (Buchanan, Eccles, & Becker, 1992). Many studies begin with such state-
ments, then quickly dismissthemodel after failing to support asimple hormone-behavior
relationship. Raging hormones have become a straw man argument for adolescents
before the nature of their biological changes has been sufficiently explored. Yet we know
that adirect relationship between hormones and behavior is unlikely, becauseit takes so
long for hormones to be released and longer still for them to turn genes on and off. Hor-
mones rarely cause behavioral change. Rather, they are more likely to exaggerate one's
propensity for that behavior. Acknowledging the complexities may help resolve the par-
adox of hormone-behavior relationships. hormones help usfeel better, remember better,
metabolize better, and interact better with others. Why, then, should adolescence be a
risky time? The answer is not yet known, but a model more complex than a direct hor-
mone-behavior relationship is necessary. Throughout | will emphasize when and where
ahormonal effect is likely, and when a more complex model may be warranted.

THE ORGANIZATIONAL-ACTIVATIONAL HYPOTHESIS:
HORMONAL CHANGES FROM FETAL THROUGH
ADOLESCENT DEVELOPMENT

To understand the biological changes that occur in adolescence, one must begin by
understanding hormonal activities in fetal and early postnatal development. Phoenix,
Goy, and Young (1967) proposed the organi zational -activational hypothesisto explain
the observation that the same hormones that organize the body and the brain in fetal
and early postnatal life will later activate the body and the brain after puberty (see
Romeo, 2003, for a more recent review). During sexual differentiation in utero, the
fetal testes release androgens, hormones that masculinize the brain and body (for
example, testosterone). The male brain is aso defeminized during fetal development,
though estrogens, hormones which feminize the brain and body (for example, estra-
diol) are implicated. Testosterone crosses the blood-brain barrier more easily than
estrogen, and then testosterone is converted to estrogen in the brain by the enzyme aro-
matase (Hutchison, 1997). The “default” sex isfemale, so no signal is necessary from
the ovary to organize the female (Zahn-Waxler, Crick, Shirtcliff, & Woods, 2006).
Most important, the hormonal cascade known as the hypothalamic-pituitary-gonadal
(HPG) axis, which beginswith the rel ease of gonadotropin-rel easing hormone (GnRH)
from the hypothalamus and ends with the release of androgens and estrogens, is fully
operational during pre- and early postnatal development. Newborn babies occasion-
aly have acne, swollen testes, or enlarged nipples, al body changes that are advanced
by hormones during puberty, providing observable evidence that this hormonal cas-
cade isworking early.

Organizational effects were first described regarding the development of struc-
tural differences between the male and female body, but were later extended to brain
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development and behaviora effects. Behaviors that implicate organizational effects
include sexual, aggressive, and play behavior. Phoenix, Goy, and Young (1967)
examined organizational effectsin primates and showed that femaleswho were admin-
istered testosterone prenatally showed more aggressive behavior, more “rough and
tumble play” to near male-typical levels, and also male-like mounting behaviors (sex-
ual behavior). These behaviors each involve an underlying neurocircuitry that is orga-
nized by hormones (Romeo, 2003). These organizational effects also trandate to
humans. Berenbaum and Resnick (1997) describe similar findings in girls with con-
genital adrenal hyperplasia (CAH), a condition in which the fetal adrenal gland
secretes androgensinstead of stress hormones, thereby exposing the developing female
to near male-typical hormone levels. There is evidence for organizationa effects in
most behaviors that show consistent sex differences, particularly when there are
behavioral differences between boys and girls in childhood (Cohen-Bendahan, van
de Beek, & Berenbaum, 2005). Hormones aren’t the complete story, though, because
prenatal administration masculinizes females to an intermediate level between typical
males and females. Nevertheless, these organizational effects are testaments to the
powerful regulatory role that hormones exert during early critical periods.

What is the adaptive purpose of having hormones organize the bodies and brains
of males and females? One model has received substantial empirical support, primar-
ily in females. As outlined by Ellis (2004), life history theory postulates that early

environmental forces shape children’s developmental trajectories and
influence the timing of puberty. When these environmental cues signify
moderate amounts of stress or unstable family structures, theindividual’s
developmental trajectory favors early maturation and the reproductive
benefits of early sexua activity. Conversely, when these environmental
cues signify a stable, supportive, resource-rich environment, the indi-
vidual’s developmenta trajectory is more likely to delay sexual and
pubertal maturation in favor of a prolonged period of social and cogni-
tive maturation prior to the onset of sexual maturation and activity.
Nutrition, birth- and early weight, family context, child-rearing prac-
tices, and stepfather presence have all been shown to influence the orga-
nization and development of the HPG axis. An active hormonal system
in prenatal and postnatal life alows the individual to essentially
“encode” this information about the quality of the early environment
and tranglate those hormonal signals into shorter or longer latencies to
sexual maturity in order to maximize reproductive potential years later.
Organizational influences may not change hormone levels per se, but may change the
timing at which hormonal signals begin to activate secondary sexual characteristics.

Inlateinfancy, organizational effects diminish, the HPG axisisfunctionally turned
off, and presumably the influence of these environmental forces on the hormonal sys-
tem diminishes. In contrast to the popular view that puberty marks the advent of new
abilities or functions, current models emphasize that the juvenile period is character-
ized by active inhibition of adultlike hormonal activity (Grumbach, 2002). The fact
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that the period of hormonal quiescence during childhood is actively
facilitated by the brain isimportant because it suggests that the juvenile
period is not just an extension of infancy and that the diminishing force
of the HPG axis isn't due to the gonads being unable to support hor-
monal production. Rather, the active inhibition of hormones during
childhood in essence permits childhood. This affords distinct advan-
tages of delayed sexual maturity, including opportunities for additional
neural, cognitive, and socia development in line with the particular
constraints of an individual’s environment (Bjorklund, 1997). In stable,
supportive early environments, the advantages of childhood outweigh
the reproductive costs of delayed sexual maturity.

The active inhibition of the HPG axis during childhood takes place
in the brain. Early in fetal development, the inhibitory neurotransmitter
GABA is temporarily excitatory and is centrally involved in sexua
dimorphisms of the developing brain during this window of excitation.

Asfetal development continues, GABA becomes inhibitory in interac-

tion with gonadal hormones. In the juvenile state, GABA suppresses

the hypothalamus from releasing GnRH, functionaly “braking” the

HPG axis before the hormonal cascade is initiated. During the same

timein fetal development, the neurotransmitter glutamate interacts with

gonadal hormones, but glutamate remains excitatory on GnRH neurons.

Both GABA and glutamate neurons synapse with GnRH neurons, but

GABA inhibits the ability of glutamate to stimulate GnRH release (Terasawa &
Fernandez, 2001). Thus, GABA directly and indirectly inhibits the GhRH pulse gener-
ator in the juvenile state.

The onset of puberty is caused by arelease of the brake on the GhRH pulse gener-
ator (Ojeda & Terasawa, 2002). The awakening of the GnRH pulse generator has
become synonymous with the pubertal trigger. The GnRH pulse generator refersto the
intermittent discharge of GnRH from the hypothalamus into the hypophysial portal
circulation, marking the first stage of the HPG axis. Few neurons in the brain synthe-
size GNRH, whose primary role is to stimulate the synthesis and release of follicle-
stimulating hormone (FSH) and luteinizing hormone (LH) from the anterior pituitary.
The addition of the pulse generator term emphasizes that GnRH is released occasion-
aly in juveniles, but bursts of GhRH must be frequent, of high amplitude, and regu-
larly timed for puberty to proceed.

A decline in GABA activity in the hypothalamus causes the inhibition over the
GnRH pulse generator to diminish; GABA’sinhibition of glutamate release also dimin-
ishes, thereby permitting glutamate neurons to directly stimulate GnRH release. The
third trigger of the GnRH pulse generator involves astroglial cells that regulate
the secretion of GnRH neurons. Like neurons, astroglial cells generate and convey
information within the brain, communicating primarily through local release of neu-
rotransmitter precursors or growth factors. Glial-to-neuron communication is abundant
in early puberty, but during later stages hormones primarily regul ate the HPG axis. It is
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not known what causes the decline in GABA's control over the GnRH pulse generator,
although several genes have been postulated, including a newly discovered gene called
the KISS-peptin (Navarro, Castellano, Garcia-Galiano, & Tena-Sempere, 2007).

After puberty has been initiated in the brain, other permissive
pubertal factors may accelerate maturation rate. Permissive factors con-
tribute to the progression of puberty and may be necessary for puberty
to continue, but are not sufficient stimulators to activate the GnRH
pulse generator (Sisk & Foster, 2004). Neuropeptide Y, norepinephrine,
dopamine, serotonin, endogenous opioids, leptin, and melatonin are all
permissive factors. Most of the permissive pubertal factors have been
implicated in mood disorders, especialy those disorders that peak at
adolescence.

Once puberty is initiated, positive and negative feedback mecha
nisms of gonadal hormones exert their effects at multiple levels of the
HPG axis, with receptors on glutamate, GABA, and GnRH neurons
(Terasawa & Fernandez, 2001). Many permissive factors, though
hormone-independent in the prepubertal individual, were largely orga
nized by gonada hormones, interact heavily with other hormones and
neurotransmitters, and are frequently dependent on concurrent gonadal
hormones. They are also the likeliest candidates for environmental mod-
ulation of puberty. For example, leptin isahormone related to satiety and
appetite suppression. Prepubertal leptin levels are highly correlated with
body mass index, serving as a marker for when sufficient weight and
growth have been attained for sexual maturation to be permitted to con-
tinue. If thereisafal in circulating leptin below acritical level, delayed
or interrupted sexua maturation results (Plant & Shahab, 2002).

What are the practical implications of thisinformation about pubertal onset? If the
dichotomy between hormone-dependent and -independent events is to be believed (a
themethat will emerge again later in this chapter), then interventions or research aimed
at understanding concurrent hormone interactions with behavior may best be applied
after the maturation of the GnRH pulse generator. An intervention applied to an indi-
vidual at pre- or mid- or postpubertal stageswill not likely have the same effect on that
individual’s biology or behavior. As shown in Figure 6.1, the organization of the juve-
nile, pubertal, and postpubertal brain is enormously different.

First, the prepubertal individual will likely show few hormone-dependent behav-
iorsoutside of organizational effects, and thejuvenile brain may primarily beinfluenced
by central events. Second, in midpuberty, concurrent or activational hormone-dependent
behaviors are being established and may be erratic, because feedback loops may still be
immature and neural connections are still new; the maturation of the GnRH pulse gen-
erator in the early adolescent opens a wider window for opportunities for interactions
with periphera events including both hormones and environmental forces. Third,
hormone-dependent behaviorsin postpubertal individual s are more established and highly
interactive with the social context. Our model for behavior, disease, and intervention
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Early on, the GnRH pulse generator is active. The effects of early experience are
established, influencing the timing of puberty.

The GnRH pulse generator is actively inhibited during juvenile development.
Few concurrent hormone-behavior associations are predicted.

The brake on the GnRH pulse generator is lifted. Permissive factors allow puberty
to progress.

. Gonadal hormones are elevated, permitting the development of secondary sexual

characteristics. Because these circuits are activated after a long quiescence, the ado-
lescent must acclimate to his or her new biological state.

. Gonadal hormones are consistently or cyclically high in adulthood. Concurrent and

stable activational hormone-behavior relationships are predicted.

Gonadal hormones across childhood
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cannot assume that the basic biology of individuals across
different life stagesis similar. Theideathat puberty is caused
by hormone-dependent and hormone-independent events
must be merged with the organizational-activational hypoth-
esis and our knowledge that some developmental effects of
gonadal hormones may be protracted.

Downstream Effects of Activation of the
Hypothalamic-Pituitary-Gonadal (HPG) Axis

The downstream effects of GnNRH pulses are primarily
responsible for sexual maturation (Styne & Grumbach,
2002). The hormonal cascade of the HPG axis begins with
GnRH release. LH and FSH are then released in intermittent
pulses into the peripheral bloodstream, primarily at night. It
is only during late adolescence and adulthood that pulses
can be detected during the day. LH and FSH, in turn, act on
receptors in the gonads to stimulate the release of estrogens
and androgens. In females, LH and FSH will be released
cyclically from the anterior pituitary once negative and pos-
itive feedback of estrogen from the ovariesis established.
Gonadal hormones cause the maturation of secondary
sexual characteristics such as pubic hair and breast and gen-
ital development. These are activational effects, when con-
current hormone level s activate the same structures that they
originally organized in utero. Both sexes produce androgens
and estrogens, though concentrations vary greatly.
Adrenarche, the maturation of the adrenal gland, occurs
prior to the development of secondary sexua characteristics
and the reawakening of the GnRH pulse generator, usually
between six and eight years of age, and earlier in girls than boys (Tung, Lee, Tsai, &
Hsiao, 2004). A steady release of dehydroepiandrosterone (DHEA), androstenedione,
and DHEA-S from the adrena gland marks the beginning of adrenarche. Adrenal
androgens are hormones that are androgenic (like testosterone) but are released from
the adrenal gland (like cortisol). Becausetherisein adrenal androgensisgradual, effects
are not apparent until years after adrenarche. Adrenal androgens cause the devel opment
of pubic hair, axillary hair, body odor, and acne (Auchus & Rainey, 2004).
Testosterone is an anabolic hormone that is directly and indirectly responsible for
genital growth in males, including the growth of the penis and scrotum, muscular
enlargement, and the maintenance of male-typical fat distributions (Styne & Grum-
bach, 2002). Testosterone is released primarily from the testes, though ovaries and
adrenals also release testosterone. Once puberty is underway, testosterone influences
GnRH, LH, and FSH release through negative feedback.



The Organizational-Activational Hypothesis 103

Estrogen, primarily estradiol, is released cyclicaly from the ovaries in females
(Styne & Grumbach, 2002). Estrogen causes breast development and encourages
female-typical body fat in concert with leptin. Together with progesterone, estrogen
controlsendometrial thickness and isresponsible for stimulating the ovulatory surge by
providing a positive feedback signal on the HPG axis. In both sexes, estrogen rises dur-
ing late puberty to encourage long bone fusion. The effect of estrogen on bone growth
is biphasic, with low estrogen stimulating and high estrogen inhibiting growth.

Adolescents also undergo a pubertal growth spurt, when they grow faster than at
any other time of life, aside from fetal and early infant growth. Rising growth hormone
isdirectly (and indirectly through estrogen and testosterone) responsible for the growth
spurt. Another hormone involved in the pubertal growth spurt isinsulin-like growth fac-
tor I (IGF-I), which rises very early. Unlike levels of growth hormone, initial risesin
IGF-I levels are independent of gonadal hormones (Styne & Grumbach, 2002).

Brain Maturation Linked with Hormones

Gonadal hormones cause many changesin the body, and a growing literature likewise
shows that the brain is also atarget for gonadal hormones. Brain maturation in adoles-
cence is both hormone-dependent and hormone-independent. This distinction is useful
but imprecise, because hormone-dependent and -independent brain areas frequently
interact. The social information processing network (SIPN) is an overarching model
by Nelson, Leibenluft, McClure, and Pine (2005) to emphasize the synchrony between
hormone-dependent and -independent maturational changesin the brain. Three neuro-
nal circuits dedicated to the processing of social information mature at different times.
The first circuitry, the detection node, is dedicated to categorizing social information
and includes such areas as the inferior occipital cortex, the temporal cortex, and the
fusiform face gyrus. The detection node is fully mature before adolescence.

The second circuitry, the affective node, matures during adolescence, specifically
during puberty. The affective node involves brain areas related to reward and punish-
ment, social and appetitive cues, and reproduction. Areas such as the amygdala,
hypothalamus, ventral striatum, septum, and bed nucleus of the stria terminalis are
regulated by gonadal hormones, particularly when social information is
novel. In addition to global changes in the adolescent brain marked by
competitive elimination, myelination, dendritic and axonal arborization
(summarized in Giedd, 1997), amygdala volume increases, primarily in
males, and hippocampal volume increases markedly in females. These
regional changes are consistent with hormone-dependent maturational
changes, as the amygdala is rich with testosterone receptors and the
hippocampus is one of the main sites for estrogen-dependent synapse
formation.

Functional MRI (fMRI) studies have been used to probe the affec-
tive node and the processing of reward and punishment cues. Ernst and
colleagues (2005) developed a wheel of fortune task to understand



104 Chapter 6 Biological Underpinnings of Adolescent Development

adolescents' propensity for risk taking and reward-seeking behavior. Their results
revealed greater responses of the nucleus accumbens and amygdala when winning
than losing. Whereas adults activated the amygdala, adolescents mostly activated the
nucleus accumbens, suggestive of adolescents’ heightened sensitivity to reward more
than punishment. Another fMRI study has found that, compared to adults, adoles-
cents showed greater activation in the anterior cingulate, orbitofrontal cortex, and
right amygdalain response to viewing fearful faces (McClure et al., 2004). Similarly,
when viewing subsequently remembered emotion-specific faces, adolescents had
different levels of activity in the right temporal lobe, anterior cingulate, and hippo-
campus compared to adults (Nelson et al., 2003). These studies suggest that adults
activate areas related to attentional demands when viewing emotion-laden faces,
whereas adol escents spend more energy attending to the emotional content of the faces
and consequently activate areas related to affective processing (McClure et al., 2004).

The third node of the SIPN is cognitive and regulatory. It involves structures
related to theory of mind, such as the dorsomedial prefrontal cortex, as well as struc-
tures related to inhibitory and goal-oriented behavior, such as the dorsal and ventra
prefrontal cortex. The cognitive node demonstrates slow development across child-
hood and does not fully mature until early adulthood. Its development isinfluenced by
age and experience more than hormones, though hormones may have a secondary
effect. Structures in the affective and cognitive nodes interact so extensively that the
cognitive node will eventually regulate the affective node. In adolescents, the cogni-
tive node may not be mature enough yet to dominate the affective node. Consequently,
adolescents may be overwhelmed by socially relevant reward cues, failing to inhibit
their behavior in emotion-laden situations (Dahl, 2004).

The SIPN model dovetails nicely with the developmental model for the
organizational-activational hypothesis. Both of these models emphasize interactions
across devel opmental epochs or across brain areas. Some changesin the adolescent brain
(1) are relatively hormone-dependent or influenced by gonadal hormones, (2) follow a
maturational trajectory with puberty, and (3) involve structural and functional changesin
neurocircuitry related to emotion, appetitive responses, reward, and punishment. Matura
tion in other brain areas (1) is largely hormone-independent, (2) follows a maturational
tragjectory with age and experience that continues well past puberty, and (3) involves
structures and functions related to inhibition and goal-oriented behavior. Hormones are
more (for example, limbic structures) or less (for example, prefronta areas) implicated in
particular brain areas or with particular neural processes (for example, affective or reward
stimuli versusinhibition or regulation). Similarly, the organizational-activationa hypoth-
esis emphasizes the digunction in the timing of hormone-dependent and -independent
events. Hormones are variably implicated in behaviors pre-, mid- or postpubertally.
Understanding the adolescent brain rests on understanding the complex interaction of
timing, location, and function. Yet even when a process is unlikely to directly implicate
hormones, hormones may still be indirectly capable of influencing behavior, aswhen pre-
natal hormone exposure influences childhood play behavior or when pubertal maturation
influences an adolescent’s ability to cognitively inhibit a behavior or regulate emotion.
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Behavioral Changes During Puberty

The interaction of timing, location, and function must be considered when we extend
this model of adolescent brain development to behavior. As mentioned above, the
organizational-activational hypothesis originally made this extension to behavior.
Sexual, aggressive, and play behavior were all shown to beinfluenced by prenatal hor-
mone exposure in honhuman primates. The neural circuitry underlying these behav-
iors was aso shown to be rich with hormone receptors (Romeo, 2003). If we extend
thismodel to humans, we would predict that (1) behaviors that were organized by hor-
mones (for example, behaviorsthat show consistent sex differences) would be affected
during juvenile development, (2) the behaviors that were organized by hormones
would further change when this neurocircuitry is activated (for example, at the onset
of puberty), and (3) the behaviors that show activational effects would be influenced
by hormones. The first prediction generally holds for organizational effectsin humans
(Berenbaum & Resnick, 1997), as sexua, aggressive, or risky behavior and play
behavior are different in individuals prenatally exposed to high levels of androgens.

The second prediction requires evidence that these behaviors change during ado-
lescence, and more specifically during puberty. The SIPN model further implies that
we might predict changes only in behaviors implicated in the affective node (Nelson
et a., 2005). Importantly, there is some correspondence between the behaviors that
show organizational effects and the behaviors implicated in the maturation of the
affective node. For example, it is easy to extend the organization of sexual behavior to
the neurocircuitry involved in reproduction. Aggressive and risky behaviors likewise
map onto the neurocircuitry involved in reward and punishment, although interactions
with the cognitive and regulatory node are also likely, because risky behavior aso
involves inhibition.

The third prediction requires evidence that these behaviors—organized by hor-
mones and implicated in the affective node after pubertal maturation—would likewise
be related to gonadal hormones. The SIPN includes brain areas that are rich with hor-
mone receptors, so there is some precedence to believe that hormones exert an effect
on behaviors instantiated in these areas. The next section will briefly review some
examples of behavioral changes in adolescence, emphasizing the hormonal underpin-
nings of these behaviors.

Example 1: Link with Aggression Is Not Simplistic Aggressive behavior does not
appear exclusively at adolescence, but aggressive behavior peaks after puberty, with
some behaviors directed pointedly toward adult males (Spear, 2000). Escalating symp-
toms of the aggressive child may also be exaggerated by permissive organizing hor-
monal factors (Zahn-Waxler et al., 2006). Much of the literature on testosterone has
studied its effects on boys, because aggression is reliably higher in boys than girls.
Elevated testosterone is frequently present when aggression levels soar (Sapolsky,
1997). But testosterone doesn’'t cause aggression; rather, it exaggerates the aggressive
impulses that were aready present. Although the aggressive child may become a vio-
lent or delinquent adolescent when histestosterone levelsrise at puberty, the aggressive
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tendencies were likely present before the risein testosterone. For example, in alongitu-
dina study of fifteen- to seventeen-year-old boys, high testosterone led to an increased
readiness to respond to provocation, but testosterone was unrelated to unprovoked
aggression (Olweus, Mattsson, Schalling, & Low, 1980; Olweus, Mattsson, Schalling, &
Low, 1988). A hormone replacement study in hypogonadal boysindicated that moderate
doses of testosterone caused substantial increases in aggressive impulses, physica
aggression against peers, and physical aggression against adults. These effects were not
evident at low or high doses of testosterone, suggesting that testosterone may contrib-
ute to aggression only when it is rapidly rising; this phenomenon is called an acclima-
tion effect.

Another causaly limiting factor for testosterone-aggression associations is that
testosterone may be indirectly linked with aggression, but directly linked with social
dominance. Socialy dominant individuals may respond aggressively if they are in a
situation where their socia status must be maintained. Boys who are socially domi-
nant have higher testosterone, but not necessarily high physical aggression (Schaal,
Tremblay, Soussignan, & Susman, 1996; Tremblay et a., 1998). Similarly, boys with
high testosterone are perceived as popular and possessing leadership qualities only
when they have nondeviant peers (Rowe, Maughan, Worthman, Costello, & Angold,
2004). Some effects of testosterone on aggression may also be mediated by the
advanced muscular development that high testosterone permits.

Other hormones may be permissive for aggression in adolescence. High estro-
gen (Brooks-Gunn, Graber, & Paikoff, 1994) and androstenedione (Inoff-Germain
et a., 1988) were associated with aggression in girls, particularly defiant and explo-
sive aggression. Hypogonadal girls receiving estrogen showed increased aggressive
impulses and physical aggression against peers and adults at low and medium doses.
The fact that aggression did not continue to rise at a high dose suggests an acclima-
tion effect (Finkelstein et a., 1997). Highly reactive boys had low DHEA levels
(Inoff-Germain et a., 1988), and girls with low DHEA were more aggressive, par-
ticularly when they had experienced negative peer interactions (Brooks-Gunn &
Warren, 1989).

Example 2: Adolescents Are Risk Takers Adolescentstend to be high novelty seek-
ers and have low harm avoidance, especialy during puberty. Spear (2000) aptly
wrote that adolescents are risk takers: 80 percent of eleven-and-a-half- to fifteen-
year-olds exhibited problem behaviors related to risk-taking and norm-violating
behavior. Similarly, the leading causes of mortality in adolescence are directly and
indirectly related to risk-taking behavior (Dahl, 2004). It is interesting that nonhu-
man primates also frequently take risks during adolescence. Occasionally risks can
increase one's abilities and provide access to resources that might otherwise have
been unavailable. For humans, risk-taking behavior can confer benefitsin the form of
popularity, friendships, social acceptance, and opposite-sex relationships. Adoles-
cents who do not take risks are perceived as boring, although risk taking can present
developmental snares.
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Risk taking is associated with hormones. Warren and Brooks-
Gunn (1989) found that impulse control decreased and then increased
as estrogen levels rose. Susman and colleagues (1987) found higher
androstenedione in boys expressing more acting-out behaviors. High
testosterone was related to more risky behavior in both boys and
girls for adolescents with poor-quality relationships with their par-
ents (Booth, Johnson, Granger, Crouter, & McHale, 2003). These
studies point to arole for hormones, even within the range of norma-
tive risky behavior.

Some adol escent novelty seeking and risk taking include drug use and experimen-
tation. Over 25 percent of eighth graders report alcohol or drug use; over 50 percent of
adolescents by their senior year havetried drugs, alcohol, andillegal substances (Spear,
2000). Initial drug abuse can be predicted by the interaction between puberty and
socialization in family and peer networks. Families characterized by conflict and lack
of parental warmth may inadvertently encourage youth to disengage from the family
and engage with deviant peers who encourage persistent drug use (Dawes et al.,
2000).

Adolescents may proceed from drug experimentation to abuse faster than adults
because of a maturational dyssynchrony in the timing and sequencing of hormonal,
physical, and social processes (Dawes et al., 2000). This dyssynchrony results in part
because adolescents have altered activity in social and reward neurocircuitry. Reward
dependence is arisk for development of substance abuse disorders. The brain is orga-
nized to find socia stimuli rewarding, as a part of the neurocircuitry of the affective
node of the SIPN. This same neurocircuitry is activated by drugs of abuse. Drugs may
be co-opting the plasticity in the reward circuitry in part through activation by gonadal
hormones (Keverne, 2004). It is interesting that this neurocircuitry is one of a few
brain areas that show organizational influences by gonadal hormones during puberty.
This adolescent vulnerability to drug addiction may become entrenched in the adult
because drug use has permanently altered the social brain. Consequently, it may be
particularly difficult to change this neurocircuitry after drug addiction is established
during adolescence.

Relations between drug use and hormones are equivocal. Testosterone levels were
higher in adolescents who had recently smoked cigarettes and who had an earlier age
of pubertal onset (Martin et al., 2001), but subjects were age twenty-one at the time of
testing. Another study found that adolescents at risk for substance abuse disorders had
lower testosterone and dihydrotestosterone prior to alaboratory stressor (Daweset a.,
1999). Clearly, more research on the hormonal contribution to drug abuse is needed.

Example 3: The Biological Underpinnings of Same- and Opposite-Sex Relationships
Are Different in Adolescent Boys and Girls Adolescents spend 33 percent of their
waking hours with peers and only 8 percent with adults (Spear, 2000). The social
behavior of adolescents differs qualitatively, as well as quantitatively, from children.
Primate and human adolescents spend more time expressing affiliative and bonding
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behaviors with same- and opposite-sex peers (Spear, 2000). Adolescent friendships
are marked by intimate and supportive communication with like-minded age mates
(Steinberg & Morris, 2001). Adolescents—especially girls—are also highly influenced
by negative events in peer relationships (Rudolph & Hammen, 1999), and this influ-
ence extends to biological alterations in stress reactivity in response to peer stressors
(Stroud, Salavey, & Epel, 2002).

The tend-and-befriend response describes a recent theory on the femal e response
to stress (Taylor et al., 2000). Females do not often respond to stress in the typical
fight-or-flight manner, likely because they would often be compromised by pregnancy,
lactation, or young children. Instead, they tend toward their offspring and bond socially
with other females. These positive social behaviors reduce the stress response by stim-
ulating the release of oxytocin, which inducesfeelings of relaxation (Carter & Keverne,
2002). Oxytocin is a peptide hormone released centrally into social and reward neuro-
circuitry (Insel, 2003).

Where do adolescents fit in this model ? Oxytocin does not increase substantially
at puberty, but estrogen facilitates the effects of oxytocin in the social neurocircuitry
(one component of the affective node of the SIPN) and helps girls find social interac-
tions rewarding. This model helps explain why adolescence marks the first stage when
girlsfeel intense emotions about their peers, and friendships take on heightened impor-
tance (Carter & Keverne, 2002). Estrogen administration in hypogonadal females
enhances feelings of close friendships (Schwab et al., 2001). Similarly, early breast
development, under estrogenic control, encourages females to express interest in
infants and feminine behavior (Brooks-Gunn & Warren, 1988).

Adolescent males present a different view. Oxytocin is not as important in males
as vasopressin, a similar neuropeptide centrally released in the brain that likewise
encourages socia attachment and pair bonding (Insel, 2003). Testosterone suppresses
oxytocin and vasopressin release, so the tend-and-befriend response is diminished in
males compared to females (Geary & Flinn, 2002). This difference renders flexibility
to the biological activity surrounding male social bonding and allows bonding to be
more contextually dependent.

Adolescence also marks the first romantic relationships (Steinberg & Morris,
2001). Socia neurocircuitry is aso highly involved in initiating, maintaining, and
strengthening romantic relationships and pair bonding. Oxytocin and vasopressin are
released into the reward neurocircuitry when one interacts with one’s romantic partner
(Insel, 2003). Physical interactions are the most potent stimulators of these hormones,
although they are not necessary. In animal models, sexual experiences are necessary to
initiate changes in social and reward neurocircuitry (Insel, Winslow, Wang, & Young,
1998). That this neurocircuitry is being organized in new ways during adol escence by
oxytocin and vasopressin, and is further enhanced by gonadal hormones, underscores
the idea that the appetitive system (for example, the affective node) in adolescence is
drastically different from that in any other developmental stage.

Much of the literature on social behavior and hormones, especially the animal lit-
erature, also involves the activation of circuitry devoted to sexual behavior (Romeo,
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2003). This literature emphasizes that hormones are necessary to activate circuitry
devoted to male and female sexuality, but once individuals gain sexual experience,
hormones are no longer necessary. Occasionally, stronger findings are reported in
females because small changes in testosterone can exert a powerful drive on female
sexuality, whereas most males are well beyond the threshold permitting sexual behav-
ior (Blaustein & Erskine, 2002). Although testosterone is intuitively related to sexual
behavior, estrogen and DHEA likewise exert effects on sexual behavior (Finkelstein
et a., 1998; McClintock & Herdt, 1996). Interestingly, sexual behavior during puberty
is one of the few arenasin which organizational influences of hormones are generated
after early postnatal life (Sisk & Foster, 2004). The hormonal rise at puberty and resul-
tant sexual behaviors permanently alter the adolescent brain.

SUMMARY

With regard to adolescent behavior, there is good evidence that behaviors that were
organized by hormones (such as risky behavior, aggression, and social and sexual
behavior) change during adolescence, and further that these behaviors
are related to individual differences in the gonadal hormones that were
responsible for organizing their underlying neurocircuitry. A general
theme is that a direct relationship between hormones and behaviors is
relatively rare. Models that emphasize adolescents getting acclimated
to their new biology or hormones being permissive or exaggerating an
effect in certain contexts are more sophisticated. Though complex, these
models provide more insight into the biological mechanisms underlying
the complexities of adolescent development.

The organizational -activational hypothesis emphasizesthat the tim-
ing of hormones' influence on the brain, body, and behavior of individu-
alsiskey to understanding hormone-behavior relationships. Even when
a behavior is unlikely to directly implicate hormones, hormones may
still be capable of indirectly influencing behavior. Before puberty, there
will likely be few hormone-dependent behaviors outside of these early
organizational effects. The adaptive purpose of organization effects that
extend beyond early prenatal development and structural organization
of the body is that being sensitive to early environmental signals helps
to biologically embed this information about the early environment.

The onset of puberty, marked by the activation of the GnRH pulse
generator, opens awider window of opportunities for interactions with
both hormonal and environmental events. The maturation of the GnRH
pulse generator begins a hormonal cascade that results in the release of
gonadal hormones. The SIPN emphasizes that the adolescent brain
changes in both hormone-dependent and hormone-independent ways.
Hormone-dependent changes are most likely to occur in concert with
pubertal maturation in neurocircuitry related to reward and punishment,



110 Chapter 6 Biological Underpinnings of Adolescent Development

social and appetitive cues, and reproduction. Near the onset of puberty, concurrent or
activational hormone-dependent behaviors may be erratic as feedback loops are first
becoming established and neural connections are still immature. Hormone-related
behaviors are often more reliable once the entire HPG axis is mature and feedback
loops are established. In the postpubertal individual, concurrent hormone effects on
behavior may be stable.

Predictions for behavioral change or targets for behaviora interventions must
specify what effect is anticipated, along with when and where. Hormone-behavior
relationships are fundamentally different across childhood. An intervention applied to
anindividual will likely have different effects on that individual’s biology or behavior,
depending whether it is applied in pre-, mid-, or postpuberty. Rather than indicating
who isthe most vulnerable, this model emphasizes that a particular individual may be
more or less at risk, depending on his or her biological state or developmental epoch.
Just as this vulnerability or risk can change normatively across development, it may
also be possible to design intervention research that considers biological mechanisms
and vulnerabilities.

KEY TERMS

Acclimation effect Hypothal amic-pituitary-gonadal (HPG)

Activational effects axis

Adolescence Life history theory

Adrena androgens Organizational-activational hypothesis

Adrenarche Oxytocin

Androgens Permissive factors

Congenital adrenal hyperplasia Social information processing network
(CAH) (SIPN)

Estrogens Tend-and-befriend response

GnRH pulse generator Testosterone

Growth spurt Vasopressin

DISCUSSION QUESTIONS

1. How do the biological changes that occur during puberty contribute to the emer-
gence of problem behavior?

2. Describe the organizational purpose of hormones, from infancy to adolescence.

3. How might new understandings of permissive pubertal factors (such as leptin,
dopamine, and serotonin) affect public health practice and intervention?

4. Isthere an optimal time to administer a behavioral intervention (in pre-, mid-, or
postpuberty)? Frame your discussion in the context of the hormone-behavior
relationship.
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LEARNING OBJECTIVES
After studying this chapter, you will be able to

Recall the conceptual foundations of the positive youth development
perspective and summarize key theoretical ideas.

Demonstrate how the positive youth development perspective can be applied
to human development.

Define primary features of developmental systems theories.



116 Chapter 7 Positive Youth Development: Contemporary Theory

This chapter presents the theoretical and empirical foundations of a conception of youth
that emerged relatively recently. Termed the positive youth development (PYD) per spec-
tive, this orientation to young people has arisen because of interest among developmen-
tal scientists in using developmental systems, or dynamic models, of human behavior
and development for understanding the plasticity of human development. This perspec-
tive recognizes the importance of relations between individuals and their real-world
ecological settings as the bases of variation in the course of human development.

Accordingly, in this chapter we present the conceptual foundations of the PYD
perspective and specify its key theoretical ideas. In turn, we will discuss the burgeon-
ing empirical work that is framed by the PYD perspective. We will consider the
implications of this research both for future scholarship and for policy and program
applications of developmental science aimed at improving the life chances of diverse
adolescents.

PRIOR THEORETICAL MODELS OF ADOLESCENT
DEVELOPMENT

Since the founding of the scientific study of adolescent development (Hall, 1904) the
predominant conceptual frame for the study of this age period has been one of “storm
and stress,” or of an ontogenetic time of normative developmental disturbance (Freud,
1969). Typically, these deficit models of adolescence were predicated on biologically
reductionist theories of genetic or maturational determination (for example, Erikson,
1959) and resulted in descriptions of youth as “broken” or in danger of becoming bro-
ken (Benson, Scales, Hamilton, & Sesma, 2006), as both dangerous and endangered
(Anthony, 1969), or as “problems to be managed” (Roth & Brooks-Gunn, 2003). In
fact, if positive development was discussed in the adolescent development literature—
at least prior to the 1990s—it was implicitly or explicitly regarded as the absence of
negative or undesirable behaviors (Benson et al., 2006). A youth who was seen as
manifesting behavior indicative of positive development was depicted as someone
who was not taking drugs or using alcohol, not engaging in unsafe sex, not participat-
ing in crime or violence, and so forth.

For most of the twentieth century, the majority of literature and research about
adolescence was based on this deficit conception of young people. However, several
reports (for example, Bandura, 1964; Douvan & Adelson, 1966; Offer, 1969; also see
Block, 1971) indicated that most young people do not have a stormy second decade of
life. These reports also documented the diversity of adolescent development and the
nature of the interrelations between individual and context involved in shaping
the specific directions of change found across this period of life. Although such find-
ings provided evidence for the potential presence of plasticity in human development

The preparation of this chapter was supported in part by a grant from the National 4-H
Council.
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(that is, for systematic variation in the course of ontogenetic change), the predominant
lens for conceptualizing the nature of adolescence continued until the 1990s to use,
implicitly or explicitly, a deficit model.

ORIGINS OF THE POSITIVE YOUTH
DEVELOPMENT PERSPECTIVE

In the late 1990s and early 2000s, psychological science paid increasing attention to the
concept of “positive psychology” (for example, Seligman, 2002). However, the emergence
of a PYD perspective—a model that explicitly rejected the deficit conception of adoles-
cence and replaced it with a strength-based conception—was not linked to this work.

Instead, the roots of the PYD perspective are found in the work of comparative
psychologists (for example, Gottlieb, 1997; Schneirla, 1957) and biologists (for exam-
ple, Novikoff, 1945a, 1945b; von Bertalanffy, 1933) who had been studying the plas-
ticity of developmental processes that arose from the “fusion” (Tobach & Greenberg,
1984) of biological and contextual levels of organization. The use of these ideas about
the import of levels of integration in shaping ontogenetic change began to affect the
human developmental sciences in the 1970s (for reviews, see Cairns & Cairns, 2006;
Gottlieb, Wahlsten, & Lickliter, 2006; Lerner, 2002, 2006; Overton, 2006). The theo-
retical papers by Overton (1973) and Lerner (1978) show how the nature-nurture con-
troversy may be resolved by taking an integrative, relational perspective toward
genetic and contextual influences on human development.

However, as research about adolescent development began to burgeon during the
latter third of the twentieth century (Lerner & Steinberg, 2004)—and as this research
continued to point to the potential plasticity of adolescent development, which arose
because of the mutually influential relations among biological, individual, and contex-
tual levels of organization within the ecology of youth development—developmental
scientists interested in adolescence began to explore the use and implications of the
ongoing developmental systems theory—predicated research in comparative psychol-
ogy and biology (for example, Gottlieb et al., 2006; Suomi, 2004) for devising a new
theoretical frame for the study of adolescence. This work converged with the efforts of
developmental scientists interested in other portions of the life span (such as adult-
hood and aging), who were drawn to the study of adolescence because of its use as an
ontogenetic laboratory for exploration of the use of developmental systems theory (for
example, Lerner, Freund, De Stefanis, & Habermas, 2001). Accordingly, it is impor-
tant to discuss the fundamental features of such theories and to explain how develop-
mental systems models led to the elaboration of the PYD perspective.

DEFINING FEATURES OF DEVELOPMENTAL
SYSTEMS THEORIES

The contemporary study of human development focused on concepts and models asso-
ciated with developmental systems theories (Cairns & Cairns, 2006; Gottlieb et al.,
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2006; Lerner, 2002, 2006; Overton, 2006). The roots of these theories may be linked to
ideas in developmental science that were presented as early as the 1930s and 1940s at
least (for example, Maier & Schneirla, 1935; Novikoff, 1945a, 1945b; von Bertalanffy,
1933), if not even significantly earlier, for example, in the concepts used by late
nineteenth-century and early twentieth-century founders of the study of child
development (see Cairns & Cairns, 2006). Following are several defining features
of developmental systems theories.

1. A relational metatheory. Predicated on a postmodern philosophical perspective
that transcends Cartesian dualism, developmental systems theories are framed by a
relational metatheory for human devel opment. These theories thus reject all splits
between components of the ecology of human development (between nature- and
nurture-based variables, for example) and between continuity and discontinuity
and between stability and instability. Systemic syntheses or integrations replace
dichotomizations or other reductionist partitions of the developmental system.

2. Theintegration of levels of organization. Relational thinking and the rejection of
Cartesian splits are associated with the idea that all levels of organization within
the ecology of human development are integrated or fused. These levels range
from the biological and physiological through the cultural and historical.

3. Developmental regulation across ontogeny involves mutually influential individual
<> context relations. As a consequence of the integration of levels, the regulation of
development occurs through mutually influential connections among all levels of
the developmental system, ranging from genes and cell physiology through in-
dividual mental and behavioral functioning to society, culture, the designed and
natural ecology, and, ultimately, history. These mutually influential relations may
be represented generically as Level 1 < Level 2 (for example, family <> commu-
nity) and, in the case of ontogeny, may be represented as individual <> context.

4. Integrated actions and individual <> context relations as the basic unit of analysis
within human development. The character of developmental regulation means that
the integration of actions—of the individual on the context and of the multiple
levels of the context on the individual (individual <> context)—constitutes the fun-
damental unit of analysis in the study of the basic process of human development.

5. Temporality and plasticity in human devel opment. As a consequence of the fusion of
the historical level of analysis—and therefore of temporality—within the levels
of the ecology of human development, the developmental system is character-
ized by the potential for systematic change—by plasticity. Observed trajectories
of intraindividual change may vary across time and place as a consequence of such
plasticity.

6. Relative plasticity. Developmental regulation may both facilitate and constrain
opportunities for change. Thus, change in individual < context relations is not limit-
less, and the magnitude of plasticity (the probability of change in a developmental
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trajectory occurring in relation to variation in contextual conditions) may vary
across the life span and history. Nevertheless, the potential for plasticity at both
individual and contextual levels constitutes a fundamental strength of all humans’
development.

7. Intraindividual change, interindividual differencesin intraindividual change, and
the fundamental substantive significance of diversity. The combinations of vari-
ables across the integrated levels of organization within the developmental system
will vary at least in part across individuals and groups. This diversity is systematic
and lawfully produced by idiographic, group differential and generic (nomothetic)
phenomena. The range of interindividual differences in intraindividual change
observed at any point in time is evidence of the plasticity of the developmental
system and makes the study of diversity essential for the description, explanation,
and optimization of human development.

8. Optimism, the application of developmental science, and the promotion of positive
human development. The potential for and instantiations of plasticity legitimate
an optimistic and proactive search for characteristics of individuals and ecolo-
gies that, together, can be arrayed to promote positive human development across
life. Through the application of developmental science in planned attempts (inter-
ventions) to enhance (for example, through social policies or community-based
programs) the character of humans’ developmental trajectories, the promotion of
positive human development may be achieved by aligning the strengths (opera-
tionalized as the potentials for positive change) of individuals and contexts.

9. Multidisciplinarity and the need for change-sensitive methodol ogies. The integrated
levels of organization in the developmental system require collaborative analyses
by scholars from multiple disciplines. Multidisciplinary knowledge and, ideally,
interdisciplinary knowledge are sought. The temporal embeddedness and resulting
plasticity of the developmental system require that research designs, methods of
observation and measurement, and procedures for data analysis be change-sensitive
and able to integrate trajectories of change at multiple levels of analysis.

In sum, the possibility of adaptive developmental relations between individuals
and their contexts and the potential plasticity of human development—which is a
defining feature of ontogenetic change within the dynamic, developmental system
(Baltes, Lindenberger, & Staudinger, 2006; Gottlieb et al., 2006; Thelen & Smith,
2006)—stand as distinctive features of the developmental systems approach to human
development. These features require methodological choices that differ in design, mea-
surement, sampling, and data analytic techniques from those used typically by research-
ers using split or reductionist approaches to developmental science. Moreover, the
emphasis on how the individual acts on the context to contribute to the relations with
the context that regulate adaptive development (Brandtstadter, 2006) fosters an interest
in person-centered (as compared to variable-centered) approaches to the study of
human development (Magnusson & Stattin, 2006; Overton, 2006).
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Furthermore, given that the array of individual and contextual variables involved
in these relations constitute a virtually open set (for example, there are over 70 trillion
potential human genotypes, and each of them may be coupled across life with an even
larger number of life course trajectories of social experiences; Hirsch, 2004), the
diversity of development becomes a prime substantive focus for developmental sci-
ence (Lerner, 2004; Spencer, 2006). The diverse person—conceptualized from a
strength-based perspective (in that the potential plasticity of ontogenetic change con-
stitutes a fundamental strength of all humans; Spencer, 2006) and approached with the
expectation that positive changes can be promoted across all instances of this diversity
as a consequence of health-supportive alignments between people and settings (Benson
et al., 2006)—becomes the necessary subject of developmental science inquiry.

It is in the linkage between the ideas of plasticity and diversity that a basis exists
for the extension of developmental systems thinking to the field of adolescence and for
the field of adolescence to serve as a “testing ground” for ideas associated with devel-
opmental systems theory. This synergy has had at least one key outcome: the forging
of a new, strength-based vision of and vocabulary for the nature of adolescent deve-
lopment. In short, the plasticity-diversity linkage within developmental systems theory
and method provided the basis for the formulation of the PYD perspective.

FEATURES OF THE PYD PERSPECTIVE

Beginning in the early 1990s, and burgeoning in the first half decade of the twenty-first
century, a new vision and vocabulary for discussing young people has emerged. These
innovations were framed by the developmental systems theories that were engaging
the interest of developmental scientists. The focus on plasticity within such theories led
in turn to an interest in assessing the potential for change at diverse points across ontog-
eny, from infancy through the tenth and eleventh decades of life (Baltes et al., 2006).
Moreover, these innovations were propelled by the increasingly collaborative contribu-
tions of researchers focused on the second decade of life (for example, Damon, 2004;
Lerner, 2004), practitioners in the field of youth development (for example, Floyd &
McKenna, 2003), and policy makers concerned with improving the life chances of
diverse youth and their families (for example, Cummings, 2003; Gore, 2003). These
interests converged in the formulation of a set of ideas that enabled youth to be viewed
as resources to be developed, not as problems to be managed (Roth & Brooks-Gunn,
2003). We will now discuss these ideas in connection with several key hypotheses.

PYD and Developmental Assets

Based on the idea that the potential for systematic intraindividual change across life
(namely, for plasticity) represents a fundamental strength of human development, a key
hypothesis is that when there is an alignment over time between the strengths of youth
and the resources for healthy development present in the contexts of young people,
PYD is promoted. A subsidiary hypothesis is that across the key settings of youth devel-
opment (families, schools, and communities) there exist at least some supports for the
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promotion of PYD. Termed developmental assets (Benson et al., 2006), these resources
constitute the social and ecological “nutrients” for the growth of healthy youth.

There is some controversy in the literature about the number of developmental
assets that may exist in different social ecologies. For instance, are there forty devel-
opmental assets—half having their locus within the individual and the other half hav-
ing their locus in the social ecology—as initially suggested by Search Institute (for
example, Benson, Leffert, Scales, & Blyth, 1998)? Or are there only fourteen develop-
mental assets—half associated with the individual and half associated with the social
ecology—as recently reported by colleagues from the Institute for Applied Research
in Youth Development (Theokas et al., 2005)? There are questions as well about
whether developmental assets should be measured via youth reports, or perceptions, as
is done in the survey research of Search Institute (for example, Leffert et al., 1998;
Scales, Benson, Leffert, & Blyth, 2000) and/or through objective assessment of the
actual ecology of youth development, as is done in the work of the Institute for Applied
Research in Youth Development (Theokas & Lerner, 2006).

For instance, as part of the 4-H Study of PYD (Lerner et al., 2005; Jelicic, Bobek,
Phelps, Lerner, & Lerner, 2007)—a longitudinal study of adolescent development sup-
ported by the National 4-H Council—Theokas and Lerner (2006) objectively assessed
the following four ecological assets present in the homes, schools, and communities of
youth:

1. Other individuals: for example, parents who spend high quantities of quality time
with their children; high-quality, engaged teachers; and community mentors

2. Institutions: for example, structured, after-school programs, sport fields, libraries,
and parks and hiking trails

3. Caollective activity: for example, opportunities for youth and adults to work to-
gether on school committees, civic projects, or community organizations, such as
the Chamber of Commerce or faith institutions

4. Access: for example, the availability of transportation to and from out-of-school-
time activities or safe streets and neighborhoods

These actual assets were positively related to PYD and negatively related to indices of
risk or problem behaviors (for example, internalizing problems such as depression or
externalizing problems such as bullying) at levels generally higher than those associ-
ated with perceived assets. In addition, in all contexts—families, schools, and commu-
nities—the most important asset was always the people present in the lives of youth
(Theokas & Lerner, 2006).

A question exists also about whether, from both theoretical and measurement
standpoints, individual developmental assets can be differentiated from constructs
related to indicators of PYD (Silbereisen & Lerner, 2007). In turn, if such differentia-
tion is not feasible conceptually or empirically, then through what processes do youth
contribute to the developmental regulations driving developmental changes? Consistent
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with research about the role of processes of self-regulation (and specifically the roles
of selection, optimization, and compensation) and longevity and positive development
among adults and other age groups (Baltes et al., 2006), results of other studies within
the Institute using the 4-H data set indicate that adolescents who develop along a life
path marked by pursuing positive, healthy goals, who possess the psychological,
behavioral, and social capacities to effectively pursue these goals, and who manifest
resilience in the face of failure or of blocked goals, show successful links with
resources in their homes, schools, and communities that enable positive goals to be
met and PYD to occur (for example, Gestsdottir & Lerner, 2007a, 2007b; Zimmer-
man, Phelps, & Lerner, 2007).

Finally, there remains a question about whether the mere accumulation of assets,
whatever their source (family, school, or community) is the best predictor of PYD, or
whether particular assets are of specific salience for youth living in specific communi-
ties. Although there is evidence for the idea that “more is better” (for example, Benson
et al., 2006), recent theory and research have explored the more-is-better idea by
focusing on a key domain of developmental assets—out-of-school time (OST)
activities—for example, participation in sports, arts, service or volunteer organiza-
tions, hobby or interest clubs, or, in particular, youth development (YD) programs—
those programs with a theory of change explicitly linked to the promotion of PYD
(such as 4-H, Boys & Girls Clubs, Scouts, Big Brothers, Big Sisters, or YMCA).

Scales and colleagues (2000) found that youth reports of three or more hours a
week of participation in sports, clubs, or organizations at school or in the community
were the single developmental asset most frequently linked to several indicators of
thriving (for example, school grades, leadership, physical health, and helping others)
among the adolescents in the Search Institute sample. Lerner (2004) hypothesized that
the link between YD programs and PYD emerges from what he calls the Big Three
features of youth development programs: positive and sustained (for at least one year;
Grossman & Rhodes, 2002) adult-youth relationships; skill-building activities; and
opportunities to use these skills by participating in and leading valued community-
based activities. Although reviews by Blum (2003), Eccles and Gootman (2002), and
Roth and Brooks-Gunn (2003) differ in the number of attributes they propose as
important for the conduct of youth programs effective in promoting PYD, all endorse
the importance of the three attributes of after-school activities noted by Lerner (2004)
as crucial for promoting exemplary positive development.

Indeed, Roth and Brooks-Gunn (2003) report that findings from evaluation
research indicate that programs focusing on the development of particular assets are
more likely than those focusing on enhancing the quantity of assets to be associated
with the presence of key indicators of PYD. Speaking against the ubiquity of the more-
is-better phenomenon and using data from the 4-H Study, Zarrett and colleagues have
found that participation in particular clusters of activities seems more highly linked to
greater levels of PYD and to lower levels of risk or problem behaviors than the quan-
tity of OST activities (Zarrett, Fay, et al., in press; Zarrett, Lerner, et al., 2007; Zarrett,
Phelps, et al., 2007). Moreover, the findings of Zarrett and colleagues suggest that
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there is a particular benefit of YD participation. For instance, high sports involvement
is linked to low PYD and high levels of risk or problem behaviors. However, when
high sports participation is combined with involvement in YD programs, then scores
for PYD are at their highest (in comparison to other youth activity clusters) and scores
for risk and problem behaviors are at their lowest—even lower than youth who are
highly engaged in all categories of OST activities.

In short, developmental assets of youth and of their ecology are linked generally
to the growth of PYD and the diminution of risk or problem behaviors. However,
Phelps and colleagues (2007) discovered that this linkage is far from simple, and it is
not an inverse relationship. There are multiple trajectories of PYD across the early
adolescent years, and the directions of change for risk and problem behaviors are also
quite varied. Inconsistent with the former mantra that the best way to prevent problem
behaviors is to promote PYD (for example, Pittman, Irby, & Ferber, 2001)—thus
implying that PYD and problems existed in a simple inverse relationship—Phelps and
colleagues found that some youth show increases in both PYD and problem behaviors,
some youth show decreases in both domains of functioning, and for most youth the
combination of change trajectories is even more complex. \Very few youth show a tra-
jectory of linear increases of PYD coupled with linear decreases in risk and problem
behaviors. Accordingly, policies and programs must be aimed at both the prevention
of risks and problems and at the promotion of PYD. However, this conclusion requires
that some specification be made of the substance and structure of PYD.

The Substance, Structure, and Import of PYD

Based on both the experiences of practitioners and on reviews of the adolescent devel-
opment literature (Eccles & Gootman, 2002; Lerner, 2004; Roth & Brooks-Gunn, 2003),
the Five Cs have been hypothesized as a way of conceptualizing PYD (and of integrat-
ing all the separate indicators of it, such as academic achievement and self-esteem). The
Five Cs—competence, confidence, connection, character, and caring—have been linked
to the positive outcomes of youth development programs reported by Roth and Brooks-
Gunn (2003). In addition, the Five Cs are prominent terms used by practitioners, adoles-
cents involved in youth development programs, and the parents of these adolescents in
describing the characteristics of a “thriving youth” (King et al., 2005).

A hypothesis subsidiary to the postulation of the Five Cs as a means to operation-
alize PYD is that when a young person manifests the Cs across time (when the youth
is thriving), he or she will be on a life trajectory heading toward an “idealized adult-
hood” (Rathunde & Csikszentmihalyi, 2006). Theoretically, an ideal adult life is
marked by integrated and mutually reinforcing contributions to self (for example,
maintaining one’s health and one’s consequent ability to remain an active agent in
one’s own development) and to family, community, and the institutions of civil society
(Lerner, 2004). An adult engaging in such integrated contributions is a person mani-
festing adaptive developmental regulations (Brandtstadter, 2006).

Using data from the first wave of assessment (Grade 5) within the 4-H Study,
Lerner and colleagues (2005) provided initial evidence for the empirical presence of
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the Five Cs (as first-order latent variables) and for the existence of PYD. The results of
structural equation modeling analysis found evidence that the five first-order latent
constructs accounted for variance in several theoretically meaningful “surface traits”
(for example, measures of academic, social, and vocational abilities marked the con-
struct of competence). In addition, these analyses found evidence for the convergence
of the five first-order constructs on a second-order construct of PYD. Moreover, Lerner
and colleagues (2005) found that PYD correlated positively within Grade 5 with the
Sixth C of youth contribution and negatively with indices of risk and problem
behaviors.

Jelicic and colleagues (2007) extended these within-grade findings in a subse-
quent longitudinal analysis. Results of random effects regression and structural equa-
tion modeling models indicated that, as expected, PYD in Grade 5 predicted higher
youth contributions and lower risk behaviors and depression at Grade 6. There were
significant sex differences for contribution (girls had higher scores) and for risk behav-
iors (boys had higher scores), but not for depression. Furthermore, the structural model
fit was equivalent for boys and girls.

In sum, PYD may be indexed by the Five Cs; however, PYD is related to the
development of youth contribution and to trajectories of youth risk and problem
behaviors in complex and differentiated ways. Nevertheless, the current research find-
ings derived from the 4-H Study of PYD indicate that through the alignment of youth
strengths (as indexed by selection, optimization, and compensation scores, for exam-
ple) with actual developmental assets in the ecology of youth (as indexed by individu-
als, institutions, collective action, and access, for example), the Five Cs and youth
contribution may be promoted.

SUMMARY

Contemporary developmental science—predicated on a relational metatheory and
focused on the use of developmental systems theories to frame research on dynamic
relations between diverse individuals and contexts—constitutes an approach that may
integrate the scholarship pertinent to these diverse levels of organization and, by so
doing, may facilitate understanding of and promote positive human development. As
we believe has been demonstrated here by reviewing the research associated with the
PYD perspective, developmental systems approaches to developmental science offer a
means to do good science—work informed by philosophically, conceptually, and
methodologically useful information from the multiple disciplines having knowledge
bases pertinent to the integrated, individual <> context relations comprising the ecol-
ogy of human development. Such science is admittedly more difficult to enact than the
ill-framed and methodologically flawed research that pursued split and reductionist
paths taken during prior historical eras (Cairns & Cairns, 2006; Overton, 2006). More-
over, the current approach to developmental science underscores the diverse ways in
which adolescents, in dynamic exchanges with their natural and designed ecologies, can
create for themselves and others opportunities for health and positive development.
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As Bronfenbrenner (2005) eloquently put it, it is these relations that make human
beings human. Accordingly, the relational, dynamic, and diversity-sensitive scholar-
ship that now defines excellence within developmental science may both document and
extend the power inherent in each person to be an active agent in his or her own suc-
cessful and positive development (Brandtstadter, 2006; Lerner, 2004; Magnusson &
Stattin, 2006). A developmental systems perspective leads us to recognize that if we are
to have an adequate and sufficient science of human development, we must integra-
tively study individual and contextual levels of organization in a relational and tempo-
ral manner. Anything less will not constitute adequate science. And if we are to serve
America’s and the world’s individuals, families, and communities through our
science—if we are to help develop successful policies and programs through our schol-
arly efforts—then we must accept nothing less than the integrative temporal and rela-
tional model of diverse and active individuals that is embodied in the developmental
systems perspective.

KEY TERMS

Character of developmental regulation Plasticity

Contemporary developmental science Positive youth development (PYD)
Developmental assets perspective

Five Cs Relational metatheory for human
Magnitude of plasticity development

DISCUSSION QUESTIONS

1. How do the biological changes that occur during puberty contribute to the emer-
gence of problem behavior?

2. Should the accumulation of assets be considered the best predictor of PYD? Why,
or why not? Are some assets particularly salient for youth living in certain
communities?

3. Discuss the concept of an “idealized adulthood” and how it relates to the Five Cs
and PYD.

REFERENCES

Anthony, E. J. (1969). The reactions of adults to adolescents and their behavior. In G. Caplan & S. Lebovici
(Eds.), Adolescence: Psychosocial perspectives (pp. 54-77). New York: Basic Books.

Baltes, P. B., Lindenberger, U., & Staudinger, U. M. (2006). Lifespan theory in developmental psychology. In R.
M. Lerner (Vol. Ed.), Handbook of child psychology: Vol. 1. Theoretical models of human devel opment (6th
ed., pp. 569-664). Hoboken, NJ: Wiley.

Bandura, A. (1964). The stormy decade: Fact or fiction? Psychology in the Schooal, 1, 224-231.



126 Chapter 7 Positive Youth Development: Contemporary Theory

Benson, P., Leffert, N., Scales, P., & Blyth, D. (1998). Beyond the “village” rhetoric: Creating healthy communities
for children and adolescents. Applied Developmental Science, 2(3), 138-159.

Benson, P. L., Scales, P. C., Hamilton, S. F., & Semsa, A., Jr. (2006). Positive youth development: Theory,
research, and applications. In R. M. Lerner (Vol. Ed.), Handbook of child psychology: Vol. 1. Theoretical
models of human development (6th ed., pp. 894-941). Hoboken, NJ: Wiley.

Block, J. (1971). Lives through time. Berkeley, CA: Bancroft Books.

Blum, R. W. (2003). Positive youth development: A strategy for improving adolescent health. In R. M. Lerner, F.
Jacobs, & D. Wertlieb (Vol. Eds.), Handbook of applied developmental science: Promoting positive child,
adolescent, and family development through research, policies, and programs: \Vol. 2. Enhancing the life
chances of youth and families: Public service systems and public policy perspectives (pp. 237-252). Thou-
sand Oaks, CA: Sage Publications.

Brandtstadter, J. (2006). Action perspectives on human development. In R. M. Lerner (Vol. Ed.), Handbook of
child psychology: Vol. 1. Theoretical models of human development (6th ed., pp. 516-568). Hoboken, NJ:
Wiley.

Bronfenbrenner, U. (2005). Making human beings human: Bioecological perspectives on human development.
Thousand Oaks, CA: Sage.

Cairns, R. B., & Cairns, B. D. (2006). The making of developmental psychology. In R. M. Lerner (\Vol. Ed.),
Handbook of child psychology: Vol. 1. Theoretical models of human development (6th ed., pp. 569-664).
Hoboken, NJ: Wiley.

Cummings, E. (2003). Foreword. In D. Wertlieb, F. Jacobs, & R. M. Lerner (Vol. Eds.), Handbook of applied
developmental science: Promoting positive child, adolescent, and family devel opment through research, poli-
cies, and programs. Vol. 3. Promoting positive youth and family development: Community systems, citizen-
ship, and civil society (pp. ix—xi). Thousand Oaks, CA: Sage.

Damon, W. (2004). What is positive youth development? Annals of the American Academy of Political and Social
cience, 591, 13-24.

Douvan, J. D., & Adelson, J. (1966). The adolescent experience. New York: Wiley.

Eccles, J. S., & Gootman, J. A. (Eds.). (2002). Community programs to promote youth devel opment. Washington,
DC: National Academies Press.

Erikson, E. H. (1959). Identity and the life cycle. Psychological Issues, 1, 50-100.

Floyd, D. T., & McKenna, L. (2003). National youth serving organizations in the United States: Contributions to
civil society. In R. M. Lerner, F. Jacobs, & D. Wertlieb (Vol. Eds.), Handbook of applied developmental sci-
ence: Promoting positive child, adolescent, and family devel opment through research, policies, and programs:
\ol. 3. Promoting positive youth and family development: Community systems, citizenship, and civil society
(pp. 11-26). Thousand Oaks, CA: Sage Publications.

Freud, S. (1969). Adolescence as a developmental disturbance. In G. Caplan & S. Lebovici (Eds.), Adolescence
(pp. 5-10). New York: Basic Books.

Gestsdottir, S., & Lerner, R. M. (2007a). Intentional self-regulation and positive youth development in early ado-
lescence: Findings from the 4-H Study of Positive Youth Development. Developmental Psychology, 43(2),
508-521.

Gestsdottir, S., & Lerner, R. M. (2007b). Hlutverk sjalfstjérnar feeskilegum proska barna og unglinga.
Slfraadiritid, 12, 37-55.

Gore, A. (2003). Foreword. In R. M. Lerner & P. L. Benson (Eds.), Developmental assets and asset-building com-
munities: Implications for research, policy, and practice (pp. xi—xii). Norwell, MA: Kluwer.

Gottlieb, G. (1997). Synthesizing nature-nurture: Prenatal roots of instinctive behavior. Mahwah, NJ: Erlbaum.

Gottlieb, G., Wahlsten, D., & Lickliter, R. (2006). The significance of biology for human development: A develop-
mental psychobiological systems perspective. In R. M. Lerner (Vol. Ed.), Handbook of child psychology: Vol. 1.
Theoretical models of human devel opment (6th ed., pp. 210-257). Hoboken, NJ: Wiley.

Grossman, J. B., & Rhodes, J. E. (2002). The test of time: Predictors and effects of duration in youth mentoring
programs. American Journal of Community Psychology, 30, 199-206.

Hall, G. S. (1904). Adolescence: Its psychology and its relations to physiology. anthropology, sociology, sex,
crime, religion, and education. New York: Appleton.

Hirsch, J. (2004). Uniqueness, diversity, similarity, repeatability, and heritability. In C. Garcia Coll, E. Bearer, &
R. M. Lerner (Eds.), Nature and nurture: The complex interplay of genetic and environmental influences on
human behavior and development (pp. 127-138). Mahwah, NJ: Erlbaum.



References 127

Jelicic, H., Bobek, D., Phelps, E. D., Lerner, J. V., & Lerner, R. M. (2007). Using positive youth development to
predict contribution and risk behaviors in early adolescence: Findings from the first two waves of the 4-H
Study of Positive Youth Development. International Journal of Behavioral Development, 31(3), 263-273.

King, P. E., Dowling, E. M., Mueller, R. A., White, K., Schultz, W., Osborn, P., Dickerson, E., Bobek, D. L.,
Lerner, R. M., Benson, P. L., & Scales, P. C. (2005). Thriving in adolescence: The voices of youth-serving
practitioners, parents, and early and late adolescents. Journal of Early Adolescence, 25(1), 94-112.

Leffert, N., Benson, P., Scales, P., Sharma, A., Drake, D., & Blyth, D. (1998). Developmental assets: Measure-
ment and prediction of risk behaviors among adolescents. Applied Developmental Science, 2(4), 209-230.

Lerner, R. M. (1978). Nature, nurture, and dynamic interactionism. Human Development, 21, 1-20.

Lerner, R. M. (2002). Concepts and theories of human development (3rd ed.). Mahwah, NJ: Erlbaum.

Lerner, R. M. (2004). Liberty: Thriving and civic engagement among American youth. Thousand Oaks, CA:
Sage.

Lerner, R. M. (2006). Developmental science, developmental systems, and contemporary theories of human
development. In R. M. Lerner (Vol. Ed.), Handbook of child psychology: \Vol. 1. Theoretical models of human
development (6th ed., pp. 1-17). Hoboken, NJ: Wiley.

Lerner, R. M., Freund, A. M., De Stefanis, I., & Habermas, T. (2001). Understanding developmental regulation in
adolescence: The use of the selection, optimization, and compensation model. Human Development, 44,
29-50.

Lerner, R. M., Lerner, J. V., Almerigi, J., Theokas, C., Phelps, E., Gestsdottir, S. Naudeau, S., Jelicic, H., Alberts,
A.E., Ma, L., Smith, L. M., Bobek, D. L., Richman-Raphael, D., Simpson, I., Christiansen, E. D., & von Eye,
A. (2005). Positive youth development, participation in community youth development programs, and com-
munity contributions of fifth-grade adolescents: Findings from the first wave of the 4-H Study of Positive
Youth Development. Journal of Early Adolescence, 25(1), 17-71.

Lerner, R. M., & Steinberg, L. (Eds.). (2004). Handbook of adolescent psychology (2nd ed.). Hoboken, NJ:
Wiley.

Magnusson, D., & Stattin, H. (2006). The person in the environment: Towards a general model for scientific
inquiry. In R. M. Lerner (Vol. Ed.), Handbook of child psychology: Vol. 1. Theoretical models of human
development (6th ed., pp. 400-464). Hoboken, NJ: Wiley.

Maier, N.R.F., & Schneirla, T. C. (1935). Principles of animal behavior. New York: McGraw-Hill.

Novikoff, A. B. (1945a). The concept of integrative levels and biology. Science, 101, 209-215.

Novikoff, A. B. (1945b). Continuity and discontinuity in evolution. Science, 101, 405-406.

Offer, D. (1969). The psychological world of the teen-ager. New York: Basic Books.

Overton, W. F. (1973). On the assumptive base of the nature-nurture controversy: Additive versus interactive con-
ceptions. Human Development, 16, 74-89.

Overton, W. F. (2006). Developmental psychology: Philosophy, concepts, methodology. In R. M. Lerner (Vol.
Ed.), Handbook of child psychology: Vol. 1. Theoretical models of human development (6th ed., pp. 18-88).
Hoboken, NJ: Wiley.

Phelps, E., Balsano, A., Fay, K., Peltz, J., Zimmerman, S., Lerner, R., M., & Lerner, J. V. (2007). Nuances in early
adolescent development trajectories of positive and of problematic/risk behaviors: Findings from the 4-H
Study of Positive Youth Development. Child and Adolescent Clinics of North America, 16(2), 473-496.

Pittman, K., Irby, M., & Ferber, T. (2001). Unfinished business: Further reflections on a decade of promoting
youth development. In P. L. Benson & K. J. Pittman (Eds.), Trends in youth development: Visions, realities
and challenges (pp. 4-50). Norwell, MA: Kluwer.

Rathunde, K., & Csikszentmihalyi, M. (2006). The developing person: An experiential perspective. In
R. M. Lerner (Vol. Ed.), Handbook of child psychology: Vol. 1. Theoretical models of human development
(6th ed.; pp. 465-515). Hoboken, NJ: Wiley.

Roth, J. L., & Brooks-Gunn, J. (2003). What is a youth development program? Identification and defining princi-
ples. In. F. Jacabs, D. Wertlieb, & R. M. Lerner (Vol. Eds.), Handbook of applied developmental science: Pro-
moting positive child, adolescent, and family development through research, policies, and programs. \ol. 2.
Enhancing the life chances of youth and families: Public service systems and public policy perspectives (pp.
197-223). Thousand Oaks, CA: Sage.

Scales, P., Benson, P., Leffert, N., & Blyth, D. A. (2000). The contribution of developmental assets to the
prediction of thriving among adolescents. Applied Developmental Science, 4, 27-46.



128 Chapter 7 Positive Youth Development: Contemporary Theory

Schneirla, T. C. (1957). The concept of development in comparative psychology. In D. B. Harris (Ed.), The
concept of development (pp. 78-108). Minneapolis: University of Minnesota.

Seligman, M.E.P. (2002). Positive psychology, positive prevention, and positive therapy. In C. R. Snyder &
S. Lopez (Eds.), Handbook of positive psychology. New York: Oxford University Press.

Silbereisen, R. K., & Lerner, R. M. (2007). Approaches to positive youth development: A view of the issues. In
R. K. Silbereisen & R. M. Lerner (Eds.), Approaches to positive youth development (pp. 3-30). London: Sage.

Spencer, M. B. (2006). Phenomenology and ecological systems theory: Development of diverse groups. In
R. M. Lerner (Vol. Ed.), Handbook of child psychology: Vol. 1. Theoretical models of human devel opment
(6th ed., pp. 829-893). Hoboken, NJ: Wiley.

Suomi, S. J. (2004). How gene-environment interactions influence emotional development in rhesus monkeys. In
C. Garcia Coll, E. Bearer, & R. M. Lerner (Eds.), Nature and nurture: The complex interplay of genetic and
environmental influences on human behavior and development (pp. 35-51). Mahwah, NJ: Erlbaum.

Thelen, E., & Smith, L. B. (2006). Dynamic systems theories. In R. M. Lerner (Vol. Ed.), Theoretical models of
human development: Vol. 1. Handbook of child psychology (6th ed., pp. 258-312). Hoboken, NJ: Wiley.
Theokas, C., Almerigi, J., Lerner, R. M., Dowling, E., Benson, P., Scales, P. C., & von Eye, A. (2005). Conceptu-
alizing and modeling individual and ecological asset components of thriving in early adolescence. Journal of

Early Adolescence, 25(1), 113-143.

Theokas, C., & Lerner, R. M. (2006). Observed ecological assets in families, schools, and neighborhoods: Con-
ceptualization, measurement and relations with positive and negative developmental outcomes. Applied
Developmental Science, 10(2), 61-74.

Tobach, E., & Greenberg, G. (1984). The significance of T. C. Schneirla’s contribution to the concept of levels of
integration. In G. Greenberg & E. Tobach (Eds.), Behavioral evolution and integrative levels (pp. 1-7).
Hillsdale, NJ: Erlbaum.

von Bertalanffy, L. (1933). Modern theories of development. London: Oxford University Press.

Zarrett, N., Fay, K., Carrano, J., Li, Y., Phelps, E., & Lerner, R. M. (2007). The multiple dimensions of participa-
tion: Variable- and pattern-centered approaches for examining effects of sports participation on youth devel-
opment. Medford, MA: Institute for Applied Research in Youth Development, Tufts University.

Zarrett, N., Lerner, R. M., Carrano, J., Fay, K., Peltz, J. S., & Li, Y. (2007). Variations in adolescent engagement
in sports and its influence on positive youth development. In N. L. Holt (Ed.), Positive youth development and
sport. Oxford, England: Routledge.

Zarrett, N., Fay, K., Carrano, J., Li, Y., Phelps, E., & Lerner, R. M. (In press). More than child’s play: Variable-
and pattern-centered approaches for examining effects of sports participation on youth development. Devel-
opmental Psychology.

Zimmerman, S., Phelps, E., & Lerner, R. M. (2007). Intentional self-regulation in early adolescence: Assessing
the structure of selection, optimization, and compensations processes. Medford, MA: Institute for Applied
Research in Youth Development, Tufts University.



2

PREVENTING
KEY HEALTH RISK
BEHAVIORS






TOBACCO USE AND
ADOLESCENT HEALTH

RICHARD R. CLAYTON = CRYSTAL A. CAUDILL = MELISSA J. H. SEGRESS

LEARNING OBJECTIVES
After studying this chapter, you will be able to

Identify tobacco use as the largest preventable source of morbidity and
mortality in the world.
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This chapter is about adolescents, tobacco use, and health outcomes. We need to be
clear at the outset on two things. First, almost all of the health effects of tobacco use
occur after years of chronic use; few of the health effects of tobacco use occur to ado-
lescents or during adolescence. Second, because of this fact, there is very little rigor-
ous research on the health effects of tobacco use among adolescents. Nevertheless,
knowledge about the health effects of tobacco use that occur primarily among adults is
critical because over eight out of ten adult smokers began their use of tobacco in their
teens. Therefore, in this chapter we will review existing knowledge about the long-
term effects of tobacco use that starts in adolescence and evidence concerning inter-
ventions designed to reduce tobacco use among adolescents. By way of introduction,
there are several terms necessitating comment.

Adolescence. Up to this point in time, most academic disciplines and public com-
mentators have treated adolescence as if it were one distinct stage of development.
Dahl and Spear (2004) suggest that it is possible adolescence consists of a number
of stages that may vary across individuals and settings. If there are multiple stages of
adolescence, there is as yet no consensus on how many there are or what they might be
named. Therefore, writings that claim to focus on adolescence may have a conceptual
problem—the possibility of heterogeneity within the stage. For some, adolescence
may consist of only a few stages characterized by large, signal events or changes that
occur and clearly differentiate one stage from another. For others, adolescence may
consist of many stages with some smooth and some jagged transitions in the trajecto-
ries from early to later stages of adolescence and then to young adulthood. Because the
issue of stages in adolescence is unresolved and because there is limited scientific evi-
dence on the number of stages in adolescence, we will refer to it as if it were one stage.
However, we urge the reader of this chapter to think of adolescence as much more

complex than the single-stage concept implies. Maughan (2005, p. 126)
has aptly described the importance of this stage of development and its
complexities: “Adolescence is marked by dramatic changes in a pleth-
ora of aspects of individual development—biological, cognitive, and
emotional—that may have relevance for behavioral change; in addition,
it heralds major changes in the nature of young people’s relationships
and in the contexts in which they spend their time.”

Tobacco Use. There are obviously many forms and delivery devices
for tobacco and nicotine: from cigarettes and pipes to small and large
cigars, bidis, chew and moist snuff, kreteks, and “hookahs.” However, a
large majority of knowledge about and research on tobacco and adoles-
cence concerns the use of cigarettes. Therefore, unless otherwise speci-
fied, in this chapter whenever we discuss tobacco use, we are referring
to the use of cigarettes. Most importantly, cigarettes should be thought
of as a drug delivery device designed specifically to deliver nicotine in
the most efficient and effective manner.

Health Outcomes. As mentioned earlier, almost all that is known
about the health outcomes of tobacco use involves individuals who have
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smoked cigarettes for years, even though a large majority may have initiated their use
when they were adolescents. Therefore, the knowledge base about health outcomes
attributable to tobacco use overwhelmingly reflects chronic (long-term), not acute
(short-term) exposure, and thus concerns adults more than adolescents.

SCOPE OF THE PROBLEM AND HEALTH OUTCOMES

Tobacco use is the largest preventable source of ill health and premature death in the
world. By the year 2020, it is estimated that smoking will be the cause of 10 million
deaths worldwide each year (Peto & Lopez, 2001). If you have trouble, as we do, with
really big numbers, consider that the July 1, 2005, estimate of the population of New
York City was 8,143,197. Therefore, by 2020, a population larger than the 2005 popu-
lation of New York City will die each year because they smoked cigarettes.

Deaths Attributable to Tobacco Use

There are approximately 2.4 million total deaths in the United States each year. Of
those, about 440,000 deaths are attributable to long-term, chronic tobacco use. To put
this figure in perspective, it is equal to more than two fully loaded jumbo jets crashing
each day for an entire year. For more perspective, consider that over the entire decade
or more of the Vietham War there were 58,000 American casualties, and close to 3,000
individuals lost their lives in the 9/11 disaster. To us, any untimely death is a reason for
sorrow, so we mean no disrespect by citing the number of American casualties from
the Vietnam War or 9/11. However, with regard to the magnitude of the effect, the
mortality associated with smoking that has occurred year in and year out has no equal.
In fact, smoking causes more deaths each year than the combined total of deaths attrib-
utable to alcohol, car accidents, suicide, AIDS, homicide, and illegal drugs.

To deal with this public health issue, the problem is not lack of knowledge. Virtu-
ally everyone knows and believes that smoking “causes” lung cancer. The first Sur-
geon General’s Report on Smoking and Health appeared in 1964, and subsequent
reports have made this scientific finding a well-known fact. More people die from lung
cancer than any other type of cancer—these deaths represent 30 percent of all cancer
deaths each year. If one were to consider the attention given to various types of cancer,
one would think that breast cancer was the largest cause of cancer death among women.
That is simply not the case. In fact, the number of lung cancer deaths among women
passed the number of deaths from breast cancer in 1987, more than twenty years ago.
Smoking is estimated to cause 87 percent of all lung cancer deaths. Smoking is also a
major cause of the following other types of cancer: larynx, oral cavity, pharynx,
esophagus, and bladder. Smoking is a contributing cause in the development of can-
cers of the pancreas, cervix, kidney, stomach, and some leukemias.

Cardiovascular disease is the leading cause of deaths in the United States, and
smoking is a major risk factor for cardiovascular disease. Some 35 percent of all deaths
attributable to smoking are from cardiovascular diseases.
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Because over 80 percent of all smokers begin smoking when they
are adolescents, these smoking-related deaths are a health outcome of
a behavioral pattern that begins during adolescence. If we could sig-
nificantly reduce the number of adolescents who smoke, or the num-
ber who begin smoking during adolescence, we could reduce these
“adolescent” health outcomes.

Tobacco’s Critical Role in Adolescent Health

and Well-Being

It is clear that the huge number of deaths attributable to smoking is not
occurring among adolescents. It usually takes a long time for the con-
sequences of chronic tobacco use to become apparent. Why, then, are
the health outcomes data reported earlier relevant to adolescent health?
The answers are simple. First, over 80 percent of all continuing adult
smokers began smoking in their teens. If we could reduce the incidence
and the prevalence of smoking among adolescents, the morbidity and
premature mortality attributable to smoking would decrease. There-
fore, one approach to reducing the health outcomes caused by smoking
is to encourage youth not to start using tobacco in the first place, thereby
reducing the percentage of smokers in each birth cohort.

Second, the incidence and prevalence of tobacco use among adoles-
cents are significantly affected by the fact that addiction to nicotine is exceptionally
strong. In fact, the nicotine in cigarettes reaches the brain in approximately seven seconds
after inhalation of smoke. A person who smokes twenty cigarettes a day and takes ten
puffs from each cigarette is receiving two hundred hits of nicotine to the brain a day, each
one taking only seven seconds to get there. Because chronic smokers often continue
smoking even when they are sick, a twenty-a-day smoker consumes 7,300 cigarettes a
year and gets 73,000 hits of nicotine to the brain. If that person smokes for twenty years,
he or she will consume 1.46 million cigarettes. Furthermore, nicotine acts on the brain in
smaller amounts than most other drugs. For example, a chronic smoker can completely
satisfy his or her addiction to nicotine if the amount of nicotine in the brain is at or some-
what below 35 nanograms (35 billionths of a gram) per milliliter of blood; beyond that
level he or she may get nauseous. By comparison, someone using cocaine hydrochloride
(cocaine powder) might lay out five lines of cocaine and snort them. The expected blood
cocaine level would be 100 nanograms per milliliter of blood.

The long-term outcomes of tobacco use are relevant to adolescent health because
nicotine is a very addicting drug. Eight out of ten who start using tobacco begin during
adolescence, and one out of two long-term smokers will die of a smoking-related ill-
ness. Further, the quality of life of chronic smokers is significantly lower than that of
nonsmokers, particularly in terms of ease of breathing. It may take twenty to twenty-
five years or so for a health outcome that is attributable to smoking to appear. Perhaps
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the best place to start reducing the untoward health outcomes from tobacco use is
at the beginning, through various prevention efforts that occur during adolescence.
Lule and colleagues explain why tobacco is important in looking at the health out-
comes for adolescents: “If we look only at disability-adjusted life years (DALYS) for
the adolescent age group, adolescents appear to be relatively healthy. Nonetheless,
more than 33 percent of the disease burden and almost 60 percent of premature deaths
among adults can be associated with behaviors or conditions that began or occurred
during adolescence—for example, tobacco and alcohol use, poor eating habits, sexual
abuse, and risky sex” (Lule, Rosen, Singh, Knowles, & Behrman, 2006, p. 1106).

Epidemiology of Adolescents’ Tobacco Use

Most of our knowledge about the epidemiology of tobacco use among adolescents
comes from the following national data systems:

The Monitoring the Future (MTF) annual surveys of twelfth graders (since 1975)
and eighth and tenth graders (since 1991)

The National Survey on Drug Use and Health (NSDUH) of youth twelve to sev-
enteen years old, conducted in homes

The Youth Risk Behavior Surveys, conducted in schools in many states by the
Centers for Disease Control and Prevention

The Youth Tobacco Survey, conducted by the American Legacy Foundation

We will now review incidence, prevalence, and trend data and also discuss some
of the correlates of tobacco use among adolescents from these surveys.

Incidence of Tobacco Use Among Adolescents Incidence refers to new users—youth
who have made the transition from never having smoked to having smoked cigarettes.
The data shown below from the 2006 Monitoring the Future study of adolescents across
the United States show two important things about adolescents and cigarette use (see
Johnston, O’Malley, Bachman, & Schulenberg, 2007). First, the percentage of eighth
graders in 2006 (14.7 percent) who had tried cigarettes by the end of the sixth grade
(when most students are eleven years old) is higher than the percentage of tenth graders
in 2006 (11 percent) or twelfth graders in 2006 (9.6 percent). This change suggests that
there has been an increase in early use across these three birth cohorts. Second, the

Had Used Cigarettes by End Had Used Cigarettes by End

of Sixth Grade of Eighth Grade

Eighth graders 14.7 percent Eighth graders 24.6 percent
Tenth graders 11.0 percent Tenth graders 24.5 percent

Twelfth graders 9.6 percent Twelfth graders 22.4 percent
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period between the end of the sixth grade and the end of the eighth grade is critical with
regard to beginning to smoke. By the end of the eighth grade, almost the same percent-
age of youth in each cohort had smoked—about one in four or one in five.

The implications from a prevention and health promotion perspective are clear. If
we are to reduce the incidence of smoking, our primary prevention interventions have
to occur in early elementary school, before the sixth grade, to catch them before they
start. From a secondary prevention perspective—catching them soon after they start—
there should be concentrated interventions from the sixth through eighth grades to get
those who have started to stop using cigarettes and discourage continuation toward
chronic use of cigarettes.

The preceding data are from adolescents who completed questionnaires in their
school as part of the Monitoring the Future study. The oldest of these students are in
the twelfth grade and are probably eighteen years old. This study doesn’t include
school dropouts. Dropouts are more likely to smoke than those who stay in school. In
addition, if one in four eighth, tenth, and twelfth graders in 2006 had already begun
smoking, almost three-fourths of them are still at risk to start smoking. This illustrates
what is called “right censoring.” For us to determine the average age at onset of smok-
ing, everyone in our sample needs to have gone through the periods when they are
most at risk to start smoking. When nonright-censored data (from adults) for onset of
smoking are examined in the National Survey on Drug Use and Health, it appears that
the average or median age at onset of smoking has not changed much in the past
twenty-five years. The median age (50 percent start at a later age and 50 percent start at
a lower) at onset of smoking is sixteen.

Prevalence of Tobacco Use Among Adolescents Current use of tobacco is usually
defined as any use in the previous thirty days. Trends refer to changes across years in
the rate. The data listed after this paragraph indicate a substantial reduction in current
use of cigarettes and smokeless tobacco from 1991 to 2006 among eighth, tenth, and
twelfth graders. However, it is clear that between 1991 and the latter 1990s there was
an increase in prevalence rates, followed by a decline. To date, there are no widely

Smokeless

Cigarette Highest Tobacco Use Highest
Usein Last Rate inLast 30 Rate
30 Days 1991 2006 (Year) Days 1991 2006 (Year)
Eighth 143 87 210 Eighth 69 37 7.7
graders (1996) graders (1994)
Tenth 208 145 304 Tenth 10.0 5.7 105
graders (1996) graders (1994)
Twelfth 283 216 365 Twelfth — 6.1 12.2

graders (2997) graders (1995)
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accepted hypotheses to explain why this bump in the rates occurred in the 1990s.
Whatever happened, it is clear that it affected all three of these birth cohorts of adoles-
cents and affected them at about the same time. This means that the relatively large
shifts in the prevalence rate reflected in these trends probably exist at the macro or
societal level, not at the intraindividual level. Johnston and his colleagues from the
Monitoring the Future study suggest that the rates are influenced by changes in the per-
ception of harm from cigarettes (and other drugs). As perceived harmfulness goes up,
usage rates go down, and vice versa (Johnston, O’Malley, & Bachman, 2002).

STRATEGIES FOR REDUCING THE RISK OF TOBACCO
USE AMONG ADOLESCENTS

In the United States, the problem of tobacco use among adolescents and its short- and
long-term effects has been approached using a number of different strategies. Some of
these strategies occur at the individual level, and others are population-based public
health strategies utilizing laws, regulations, and policies designed to influence tobacco
use among adolescents. In the sections that follow, several of these strategies will be
described and discussed.

School-Based, Curriculum-Driven Prevention Programs

If the goal is to reduce the long-term health and other consequences of cigarette and
other tobacco use among adolescents, then one approach is to catch kids where they
spend a significant amount of their time (school), catch them before they start using
cigarettes, and provide them with knowledge and skills that will persuade them to
never start. This approach makes sense, at least on the surface. However, only a few
school-based and curriculum-driven programs have had the desired effects.

One of the most comprehensive smoking prevention programs ever attempted is
the Hutchinson Smoking Prevention Program (HSPP). The researchers identified forty
school districts that had only one high school in the state of Washington (Peterson,
Kealey, Mann, Marek, & Sarason, 2000). These forty districts were randomized into
an experimental and a control condition, twenty districts in each group. Districts with
only one high school were chosen to avoid having adolescents from treatment inter-
vention middle schools and those from the control middle schools subsequently attend-
ing the same high school.

The intervention began in the experimental districts in the third grade, when most
students were only eight years old. Every year from the third grade through the tenth
grade, these students received a developmentally relevant “social influences” curric-
ulum tailored to the modal age of the students each year. At the time this study began,
the prevailing theories about why some adolescents smoked and others did not
emphasized social influences such as peers and the media. Each year the curriculum
contained all fifteen essential elements of school-based, curriculum-driven programs
identified and endorsed by the National Cancer Institute and the Centers for Disease
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Control and Prevention. The focus of this curriculum was exclusively on tobacco.
The students in the control schools did not receive any formal curriculum, but did
complete questionnaires each year.

Results on daily smoking when these students were in the twelfth grade were dis-
appointing. Among males in the experimental districts, 26.32 percent were daily smok-
ers, compared to 26.65 percent among males in the control districts; a difference of 0.33
percent. The results among females were equally depressing: 24.41 percent of those in
experimental districts were daily smokers, compared to 24.66 percent in the control dis-
tricts—a difference of 0.25 percent. And remember—these districts had only one high
school, so those who did not receive the curriculum in elementary and middle school
were not influenced by those who did receive it when they moved on to high school.

This study was theory- and evidence-based. In fact, the intervention was inten-
sive—the most intensive and extensive ever attempted in terms of the number of hours
for which the students in the experimental condition were exposed to the curriculum.
The randomization of the school districts made this one of the most rigorous studies
ever conducted. In fact, from the third grade through the twelfth grade and even two
years beyond high school, the researchers were able to collect data on 93 percent of
the original sample. This is an amazing figure. So what happened? The simple answer
is theory failure: the social influences model on which the curriculum was built was
not correct. At that point in time we obviously did not know with certainty the risk fac-
tors that spurred some young people to smoke and others not to smoke. However, one
plausible alternative answer is that there are very large differences from school to
school, but almost all the factors targeted in this study were at the individual level. For
example, in the experimental schools, by the twelfth grade the percentage of daily
smokers among males ranged from a low of 10 percent in one school to 42 percent in
another school. Among females the range was equally large, from a low of 16 percent

at one school to 34 percent at another school.

An entirely different story was found by Gilbert Botvin and his col-
leagues when they evaluated a school-based, curriculum-driven drug
prevention program called Life Skills Training (Botvin, Baker, Dusen-
bury, Botvin, & Diaz, 1995). Unlike the Hutchinson study, the curricu-
lum developed by Botvin focused on a number of drugs, including
tobacco. The study by Botvin included fifty-six schools randomly
assigned into two experimental conditions. (The teachers in experimental
condition 1 were personally trained by Dr. Botvin and also received tech-
nical assistance from him and his team; the teachers in experimental con-
dition 2 received their training from Dr. Botvin by videotape and received
no further technical assistance.) The schools in the control group condi-
tion did not receive any drug prevention programming. The life skills
training curriculum was delivered once a week for fifteen sessions in year
1 (the sixth grade), ten sessions in year 2 (the seventh grade), and five
sessions in year 3 (the eighth grade). The two experimental conditions
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were further divided into a “high-fidelity” group (students who received 60 percent or
more of the lessons) and a “low-fidelity” group (those who received less than 60 percent
of the lessons). A total of almost one-third of the students in experimental condition 1
were classified as low fidelity, while one-fourth were so classified in experimental con-
dition 2.

By the twelfth grade, Botvin and his colleagues found statistically significant dif-
ferences between students in the two high-fidelity groups of the two experimental con-
ditions and students in the control group. Surprisingly, there were no major differences
between high-fidelity groups led by the teachers and those teachers who received train-
ing via videotape. Further, it is interesting that Botvin and his colleagues did not show
data from the low-fidelity groups. There may be a reason for this oversight. Those in
the low-fidelity groups in the two experimental conditions were virtually equal to the
control group on all three measures of smoking. Stated differently, the students who
received less than 60 percent of the lessons were no different in their smoking from
students who received nothing at all. One could surmise that students in low-fidelity
groups were at higher risk for virtually all problem behaviors including smoking, and
they constituted between one-fourth and one-third of the students in the experimental
conditions. Does this mean that the program worked for the “good kids” and had
almost no effect on the high-risk kids, who are more likely to be absent or truant? The
answer is probably yes. However, Botvin and colleagues (1995) reported a 75 percent
reduction in smoking attributable to the Life Skills Training program.

Americans have an enormous amount of confidence that schools cannot only teach
their children how to read, write, speak, and calculate, but also promote healthy behav-
ioral patterns and discourage unhealthy ones. The two studies just described produced
different results: the Hutchinson study (Peterson et al., 2000) found no influence on
smoking, the Botvin et al. study (1995) reported a 75 percent reduction in smoking.
Simply put, the power of school-based, curriculum-driven prevention programming in
preventing adolescents’ tobacco use is arguable.

Purchase, Use, and Possession Laws

One of the most widespread attempts to influence the use of cigarettes by adolescents
is a prototypical public policy approach to a problem—get tough on the purchase, use,
and possession (PUP) of cigarettes by making it tougher to buy them (see Clark,
Natanblut, Schmitt, Wolters, & lachan, 2000). By the first quarter of 2001, only six
states and the District of Columbia did not have a PUP law. Some thirty-seven states
had laws prohibiting the purchase of cigarettes by minors, thirty-two had laws prohib-
iting possession, and nineteen had laws prohibiting use. These laws were stimulated
primarily by the so-called Synar Amendment. One provision of the Synar Amendment
was to require random buy-bust attempts at retail tobacco outlets in every state. Marked
improvements in the percentage of buy attempts that were successful were required.
Failure to show improvement would lead to the federal government withholding dol-
lars the states were to use for drug treatment programming.
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All states have complied, but the PUP intervention has been largely unsuccess-
ful. The reasons are fairly obvious: (1) there is a low likelihood of detection because
of the low number of buy-bust attempts that can be implemented in states relative to
the number of outlets for purchase of cigarettes, (2) there is often a relationship
between the buyer and the clerk behind the counter in a so-called convenience store,
and (3) citizens want law enforcement personnel to focus on more serious crimes.
Further, the fines levied for violating the law are often small, and more often than
not those fines are paid by the tobacco industry, not the owner of the store. The bot-
tom line is that all states have shown that a relatively small percentage of buy-bust
attempts result in a buy. However, if the number of successful buy attempts reported
by the states is correct, one would expect a lower prevalence rate of cigarette use by
adolescents. An alternative explanation is that there are many sources of cigarettes
for adolescents. It is not necessary for an adolescent to personally buy his or her
cigarettes.

In 1998 the Attorneys General for forty-six states signed an unprecedented Mas-
ter Settlement Agreement with the major tobacco companies (four states had previ-

ously reached an agreement with the tobacco companies) that included
payments to the states to compensate them for costs associated with
treating illnesses of smokers and restrictions on the ways and places in
which tobacco companies could promote their products. The tobacco
industry used this development to their benefit. They significantly
increased their point-of-purchase promotions. For example, in a study
conducted over a four-month period in 1999, point-of-purchase pro-
motions were observed in 3,031 retail outlets in 163 communities. In
92 percent of these stores, at least some form of point-of-purchase
presence was observed (from internal or external advertising to self-
service brand placement, multipack discounts, and tobacco-branded
objects). In the outlets in these communities, 80 percent had interior
advertising, 43 percent had low-height advertising at the eye level of
children. Convenience stores account for the largest share of retail
tobacco sales (McElrath et al., 2002). Seventy-five percent of teenag-
ers shop at these types of stores at least once a week. Given the critical mass of pro-
motion and advertising of tobacco products at the local level, it is not surprising that
so many adolescents start smoking and then continue to smoke once they start.

Mass Media Anti-Tobacco Campaigns

Very few explicit attempts have been made to influence point-of-purchase advertising
and promotion in order to reduce adolescents’ tobacco use. However, a number of mass
media campaigns have been designed to influence tobacco use among adolescents. By
far the most widely recognized and successful is the truth® campaign. It is national in
scope and designed to attract teens by exposing the marketing and manufacturing prac-
tices used by the tobacco industry to recruit youth into smoking. In addition, the truth®
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campaign uses innovative and relevant information to impress upon adolescents the toll
of tobacco on individuals, families, and society at large. The ads themselves are purpose-
fully edgy and sometimes *“in your face” in style and format. They are boldly honest.

Evidence suggests that 22 percent of the overall decline in youth smoking rates
between 2000 and 2002 is attributable directly to the truth® campaign
(Farrelly, Davis, Haviland, Messeri, & Healton, 2005). This is a large
effect. During this period it is estimated that there were approximately
300,000 fewer adolescent smokers because of the campaign. Further-
more, a dose-response relationship was found: the larger the number of
ads viewed, the greater the likelihood the adolescent was a nonsmoker
(Farrelly et al., 2005).

Davis, Nonnemaker, and Farrelly (2007) used the data from the
American Legacy Foundation’s Media Tracking Surveys to compare
the effects of the truth® campaign with the Think, Don’t Smoke (TDS)
campaign sponsored by Philip Morris tobacco company. Davis and his
colleagues focused on perceived smoking prevalence among adolescents,

a precursor to and predictor of smoking. We know that one’s perception

of the percentage of peers that are engaging in a behavior (perception of

behavioral norms) influences one’s own behavior. Davis and colleagues

(2007) found that exposure to the truth® campaign was negatively and significantly
associated with the perceived norms of smoking among adolescents. The Philip Morris
TDS campaign was not associated with perceived smoking prevalence.

The bottom line here is that mass media campaigns have been very influential in
their effects on adolescent smoking. This is a prototypical public health approach to
health promotion and disease prevention. Effective campaigns grab the attention of
the audience (in this case, adolescents), get them to encode, decode, and then apply the
message into choices about their behavior. These results are pretty incredible, given
the massive efforts by the tobacco industry to promote smoking.

The 1998 Master Settlement Agreement provided $206 billion to states, to be paid
out between 2000 and 2025. Four states (Florida, Minnesota, Mississippi, and Texas)
had previously reached a settlement that obligated the top five tobacco companies to pay
more than $40 billion. The tobacco industry has increased its spending on marketing
since the Master Tobacco Settlement was signed. From 1998 through 2005, the annual
expenditures in billions were $6.9B, $8.4B, $9.8B, $11.5B, $12.7B, $13.4B, and $13.4B.
The $13.4 billion spent in 2005 breaks down to $36 million a day—maore than $45 for
every person in the United States, and more than $290 for each U.S. adult smoker.

Roughly 75 percent of the 2005 tobacco industry marketing expenditures—close
to $10 billion—were for price discounts paid to retailers and wholesalers to reduce the
price of cigarettes. It is interesting that in 2005 cigarette companies spent $31 million
on the sponsorship of sports teams or individual athletes. The five largest smokeless
tobacco companies spent a little over $250 million on advertising and promotion,
almost $16 million of which was on sports and sporting events in 2005.
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Environmental Tobacco Smoke and Clean Indoor Air

The scientific evidence on health risks from exposure to environmental tobacco smoke
(ETS—also known as secondhand smoke or passive smoke) is clear and persuasive. If
a nonsmoker is in a room or an area where someone is smoking, that person is also
smoking. Chronic exposure to environmental tobacco smoke is a known cause of lung
cancer, heart disease, and chronic lung conditions such as bronchitis and asthma, par-
ticularly in children and low-birth-weight neonates. Exposure to ETS is estimated to
result in at least 36,000 deaths annually in the United States and over one million ill-
nesses in children, including the exacerbation of asthma in children (400,000 cases per
year), acute lower respiratory illness (150,000 cases per year), otitis media (infection
and inflammation of the inner ear and eardrum) in children (700,000 cases per year),
10,000 cases of low birth weight, and 2,000 cases of sudden infant death syndrome.
With all the evidence pointed in the negative direction, one of the most effective
tobacco control measures involves restricting where individuals can
smoke—so-called clean indoor air regulations, which have applied pri-
marily to public places such as restaurants, bars, and workplaces. Of
special relevance to adolescent health, substantial evidence indicates
that exposure to ETS increases adolescents’ chances of becoming smok-
ers (see Wakefield et al., 2000). For example, Farkas, Gilpin, White,
and Pierce (2000) found that adolescents who lived in smoke-free
households were only 74 percent as likely to be smokers as those who
lived in homes with no home smoking restrictions. Adolescents who
worked in smoke-free workplaces were 68 percent as likely to be smok-
ers, compared to those who worked in places with no restrictions on
worksite smoking.

A growing body of evidence suggests that exposure to ETS during
adolescence has an impact on academic achievement test scores. Col-
lins, Wileyto, Murphy, and Munafo (2007) examined test scores at age
sixteen and eighteen for a large cohort of adolescents who were born

March 3 through 9, 1958, in the United Kingdom. These tests are classified as O-level
(ordinary) and A-level (advanced), with O-level similar to an achievement test and A-
level similar to the SAT in the United States. They found that adolescent exposure to
ETS, not prenatal tobacco exposure, predicted failure on both the O-level and the A-
level achievement tests. This occurred even after statistical controls for other factors
known to affect achievement were considered. Because there is an inverse relationship
between smoking and educational achievement (the lower the education, the higher
the likelihood of smoking) and between socioeconomic status and a large number of
indices of poor health, ETS exposure during adolescence is connected to ultimate
health and smoking status. Therefore, from a health perspective the best conditions for
adolescents with regard to tobacco use are to live in homes with explicit no-smoking
policies, work in places with explicit no-smoking policies, and live in communities
with comprehensive bans on smoking in public places (see Levy & Friend, 2003).
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Increases in State-Level Tobacco Excise Taxes

The conclusion of the 1998 Institute of Medicine report “Taking Action to Reduce
Tobacco Use” states, “the single most direct and reliable method for reducing
consumption is to increase the price of tobacco products, thus encouraging the cessa-
tion and reducing the level of initiation of tobacco.” Raising the price is a population-
based public health approach to tobacco control and prevention.

As of January 1, 2007, the state excise tax on cigarettes varied widely, from a low
of 7 cents per pack in South Carolina to 257.5 cents per pack in New Jersey. The
median state excise tax per pack in 2007 across all states is 104.6 cents per pack.

The rationale for increasing state excise taxes on cigarettes was relatively simple.

First, research shows that a 10 percent increase in the state excise tax
produces a 7 percent decrease in the prevalence of adolescent smoking
and a decrease of 3 to 5 percent in adult smoking. Such decreases sug-
gest that one of the most effective approaches to reducing cigarette
consumption among adolescents is to increase the state excise tax.
Remember, these percentages refer to percent, not percentage points.
Second, increased state excise taxes on cigarettes reduce consumption
and consequently reduce health care costs. Third, higher taxes increase
state revenue, despite the reductions in smoking and tobacco sales.

In 1960 the federal excise tax on cigarettes was 8 cents, about
one-third of the 26 cents charged for a pack of cigarettes at the time.

In 2007, the average cost of a pack of cigarettes is $4.00. This means

that the current 39 cent federal excise tax is less than 10 percent of the

mean retail price of a pack of cigarettes. If the federal excise tax on a

pack of cigarettes had been keyed to the Consumer Price Index, it

would now stand at $1.51 per pack, not 39 cents per pack. This would

require an additional $1.12 per pack. In spite of the fact that increases

in the price of cigarettes have a major influence on reducing tobacco

use among both adults and adolescents, there is significant resistance in Congress to
increasing the federal excise tax on cigarettes.

SUMMARY

We can draw a number of important conclusions about tobacco, adolescents, and
health outcomes from tobacco use. Following are a few of the most salient points:

Smoking is a complex behavior. Over 80 percent of adult smokers begin using
tobacco when they are adolescents.

Cigarettes are an extremely efficient and effective drug delivery device. Nicotine
is an addictive drug.

The long-term health consequences of chronic tobacco use are clear. Although not
all smokers get cancer or cardiovascular disease, the chances that a smoker will
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suffer and eventually die from cancer or cardiovascular disease are significantly
higher than the chances for a nonsmoker.

A number of strategies have been developed and implemented to reduce the con-
sequences of tobacco use, which usually begins during adolescence.

Strategies that appear logical and promising on the surface have not always proven
s0. These include school-based, curriculum-driven prevention programming and
purchase, use, and possession (PUP) laws. Their effect on reducing the number of
new users of tobacco and the prevalence of smoking has been minimal.

Population-based public health approaches have proven to be effective. These
include mass media campaigns, bans on smoking in public places, and increases
in state excise taxes.

If our society is to reduce the health consequences associated with tobacco use,
we have to intervene early to reduce the number of new users (incidence) and the
percentage of youth making the transition from no use to continuation to progres-
sion to dependence on nicotine.

Adolescent health and tobacco use are integrally connected. This is true because
dependence on nicotine that starts during adolescence is one of the first steps in a life-
long behavior pattern (smoking) that significantly increases risk of morbidity and mor-
tality. Therefore, a strategy for decreasing the health consequences of tobacco use that
often begins during adolescence is to change the addictive potential of nicotine. This
can be accomplished by reengineering how cigarettes are produced. Tobacco
manufacturers control the amount of nicotine that is delivered by engineering the size
of the particles that carry nicotine to the lungs and then to the brain. Unfortunately, no
federal agency currently regulates tobacco products. Because the Food and Drug
Administration (FDA) requires companies that manufacture and market drugs to show
that they are safe and efficacious (and predictably do what they are supposed to do),
we would expect that agency to also regulate tobacco. When consumers use cigarettes
the way they are supposed to be used, they are responsible for 440,000 deaths a year.
Why is our society more concerned about drugs that have few, if any, consequences
when another drug delivered by a very efficient and effective delivery device causes
such significant ill health and premature death?

KEY TERMS

Adolescence Incidence

Current use of tobacco Prevalence
Dose-response relationship Primary prevention
Environmental tobacco smoke (ETS) Secondary prevention
Health outcomes attributable Tobacco use

to tobacco use
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DISCUSSION QUESTIONS

1. Given the number of preventable deaths each year that are attributed to tobacco
use, would you agree that tobacco use is the number one public health problem in
this country? Why or why not?

2. Which is a better strategy for reducing negative health outcomes associated with
smoking—yprimary or secondary prevention ? Why?

3. What are the strengths and weaknesses of the Botvin et al. study (1995) and the
Hutchinson study (Peterson et al., 2000)?

4. Brainstorm an ideal public health intervention focusing on tobacco use among
adolescents. How and where would you intervene? What intervention components
would you include? What age group would you target?
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UNDERSTANDING AND
PREVENTING RISKS FOR
ADOLESCENT OBESITY

MARY ANN PENTZ

LEARNING OBJECTIVES
After studying this chapter, you will be able to

Assess adolescent obesity risk by comparing overweight and obesity rates
among different age groups.

Demonstrate an understanding of adolescent obesity risk from a develop-
mental perspective.

Evaluate obesity risk factors in adolescence by the intrapersonal, social situa-
tion, and environmental context.
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Overweight and obesity have multiple adverse health, social, and economic
consequences and have been associated with several types of disease, including heart
disease, diabetes (in both adults and adolescents), and several types of cancer, includ-
ing endometrial, prostate, galbladder, kidney, and postmenopausal breast cancer
(Allison, Fontaine, Manson, Stevens, & Vanltallie, 1999; Mokdad et a., 2003;
Schottenfeld & Beebe-Dimmer, 2005). Obesity continuesto increase rapidly in all age
groups in the United States, suggesting even greater heath burdens in the future
(Conway & Rene, 2004). To put this problem in context, up to 31 percent of adults are
now considered overweight (Conway & Rene, 2004). Estimates of overweight have
alsoincreased significantly in children and early adolescents aged four through twelve,
and the prevalence of overweight children and adolescents in the six- through
nineteen-year-old age range is upward of 15 percent (Bolen, Rhodes, Powell-Griner,
Bland, & Holtzman, 2000; Elizabeth & Baur, 2007). In adolescents, health risks may
be compounded by psychosocial problems associated with obesity, including depres-
sion, stress, low self-efficacy and self-image, peer victimization (bullying), and exter-
nalizing problem behaviors such as delinquency and acting out (Anderson, Cohen,
Naumova, Jacques, & Must, 2007; Jasuja, Chou, Riggs, & Pentz, 2008; Pentz, Mac-
Kinnon, & Pentz, 1988; Shaw, Ramirez, Trost, Randall, & Stice, 2004; Nguyen-
Michel, Unger, & Spruijt-Metz, 2007).

Coupled with these statistics are findings on obesogenic trajectories of children
and adolescents showing that the largest increases for both male and female youth
appear to occur between the ages of ten and fifteen (Bolen et al., 2000; Committee on
Nutrition, 2003; Toschke, Ruckinger, Reinehr, & von Kries, 2007). Because the trend
toward obesity in adolescents may be gradual or misinterpreted as temporary weight
changes associated with the onset of puberty (Davison & Birch, 2001; Mei, Gummer-
Strawn, Thompson, & Dietz, 2004), it may be more logical to understand and prevent
risks for obesity from a developmental trgjectory perspective that focuses on universal
prevention, rather than from a more clinical perspective of obesity reduction. This
chapter addresses adolescent obesity risk and prevention from the developmental per-
spective, with discussion of intervention aimed at universal prevention.

HEALTH PROMOTION AND RISK PREVENTION

Some types of adolescent health risk behaviors are predefined as risk behaviors by vir-
tue of being illegal, such as drug use and delinquency. In contrast, obesity and its two
most proximal risk factors—dysregulated or poor eating behavior and sedentary
behavior—are legal and somewhat normative. This difference requires defining what
is meant by obesity risk for a population that is characterized by increasing over-
weight. Currently, overweight, or immediate obesity risk, is defined by international
standards as an age- and gender-adjusted body mass index (BMI) greater than the 85th
percentile, and obesity is an adjusted BMI greater than the 95th percentile (Cole,
Bellizzi, Flegal, & Dietz, 2000).
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Understanding Obesity Risk

Overweight and obesity are primarily the result of an imbalance between energy intake
and energy expended over time (Hill, Melanson, & Wyatt, 2000), or considered another
way, between eating behavior and physical activity behavior. Thus, based on the con-
cept of energy imbalance—aside from genetic, metabolic, and demographic factors—
obesogenic trajectories vary according to dietary and eating habits (representing
energy intake) and physical activity (energy expended; Sothern, 2004). Obesogenic
trajectories are similar in concept to trajectories that can beidentified for virtually any
health or health risk behavior, usually through the analytic process of

growth mixture modeling (Li, Goran, Kaur, Nollen, & Ahluwalia, 2007;

Windle et a., 2004). In this case, an individual may develop her

own trgjectory of BMI, and subgroups of individuals may share the

same trajectory. Trajectories of obesity risk can also be examined in

terms of trgjectories of eating behavior or physical activity that serve as

predictors of BMI, although there appears to be no research yet on

either of these obesity risk trajectories in adolescents. In contrast, link-

ing trgjectories of risk factors to outcomes isincreasingly used in other

fields, for example, linking tragjectories of sensation seeking to adoles-

cent drug use (Crawford, Pentz, Chou, Li, & Dwyer, 2003). Severa

examples of tranglation of research on adolescent drug use and problem

behavior to obesity are discussed throughout this chapter.

Eating behavior contains multiple variables or constructs that contribute to energy
balance. High sugar intake, high fat and low fiber intake, overconsumption of large
portions of food, dysregulated or impulsive eating, and number and timing of eating
episodes per day have all been related to adolescent obesity risk (Hill, Melanson, &
Wyatt, 2000). The relative impact and interaction effects of these eating variables on
adolescent obesity risk are still not well understood and may be driven by other factors
that do not appear to be directly associated with eating. For example, research on chil-
dren and adolescents in foster care suggests that executive cognitive function and
impulse control may be diminished compared to other youth as aresult of lower levels
of circulating cortisol during normally active daytime periods (Fisher, Gunnar, Dozier,
Bruce, & Pears, 2006). These lower levels affected learning in school and conduct
problems at home. Results of studies such as these raise the possibility that low cortisol
levels may predispose an adolescent to low executive function (decision making) and
low impulse control, which in turn mediate poor food choices and eating behaviors.

Like eating behavior, physical activity contains multiple constructs. As adoles-
cents gain independence from parents and extend the range of activities that are avail-
able to them and under their control, physical activity that poses a risk for obesity
becomes more complex to measure (Nelson, Gordon-Larsen, Adair, & Popkin, 2005).
At the very least, strenuous physical activities such as sports may mitigate obesity
risk, while sedentary behaviors such as increased television viewing and time on the
computer may heighten risk. Time spent walking, which lowers obesity risk in all age
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groups, may be highly variable or decrease significantly in adolescence, asthis activity
is replaced with time spent in cars with friends (Saksvig et al., 2007).

Obesity Risk in Adolescence

Obesity risk starts early, first with adiposity rebound (the point in early childhood
when minimal obesity ends), then in early adolescence (Cole et a., 2000; Committee
on Nutrition, 2003). Of these two developmental periods, early adolescence may
be associated with greater risk, since obesogenic trajectories have been shown to rise
more dramatically starting at about age ten or eleven, which typically marks the end of
childhood and entry into early adolescence (Crimmins et a., 2007; Toschke et al.,
2007). The rise occurs across both males and females and across different ethnic
groups, including white youth (Li et a., 2007; Shaw et a., 2004). There are afew dif-
ferences among these groups, though the differences may be subject to interactions
with other factors (Tschumper, Négele, & Alsaker, 2006). For example, female adoles-
cents may show steeper obesogenic tragjectories than males, which appear to be associ-
ated with a greater decline in exercise among females compared to males (Tschumper
et a., 2006). Thistrend has been linked to alower perceived value of exercise among
femal es when they reach adolescence—exercise is not considered “cool” or is consid-
ered masculine in their peer socia networks (Spruijt-Metz & Saelens, 2006; Voorhees
et a., 2005). However, for females on sports teams, this decline may not occur. Alter-
natively, BMI may appear to increase in males compared to females, but this change
may represent development of greater muscle mass associated with pubertal changes
rather than obesity risk. In terms of ethnic differences, Hispanic adolescents may have
a somewhat higher risk for obesity than either African American adolescents or
Caucasian adolescents (35.4 percent versus 28.7 percent versus 20.6 percent, respec-
tively; Bolen et al., 2000). However, these differences may interact with acculturation
and differences in perceived meaning of exercise, which in turn have been linked to
lower physical activity, more sedentary television viewing, and higher rates of fast
food consumption (Lowry, Wechsler, Galuska, Fulton, & Kann, 2002; Spruijt-Metz &
Saelens, 2006; Unger et al., 2004).

Regardless of possible demographic differences in obesogenic trgjectories, sev-
eral factors contribute to increased obesity risk in early adolescence overall. Broadly
speaking, these factors can be considered in terms of physiological factors related to
puberty, developmental tasks expected of adolescents, and emerging social influences
outside of the family.

Physiological factors related to puberty. The first set of factors relates to puberty.
The early adolescent period is typically associated with reaching puberty. Puberty is
characterized by neural plasticity, which affects executive cognitive function (Chambers,
Taylor, & Potenza, 2003); hormonal change, which affects emotional arousal, impulse
control, and circulating metabolites (Lee et al., 2007); and changes in physical charac-
teristics, which shape self- and other-perceptions of attractiveness (Toschke et al.,
2007). Emotional dysregulation, poor impulse control, metabolic changes, and negative
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body image, in turn, have been shown to have significant relationships to obesity risk in
adolescents, particularly through eating behavior (Golub et al., 2008).

Developmental tasks of adolescence. The second general factor relatesto devel op-

mental tasks that are expected of adolescents. Emerging from late childhood, youth
are expected to have started developing social competence, cognitive skills related to
decision making, and emotional regulation (affect) or self-management (Nigg,
Quamma, Greenberg, & Kusche, 1999). However, mastery of these tasks is not
expected until adolescence, the next stage of development. The most important social
competence skills are those that involve forging relationships with peers, the intent of
which is to help adolescents establish their own identity and autonomy from parents.
The most important cognitive skills may be those that represent executive function—
skills involved in organization, planning, deliberate intention, self-monitoring, self-
control, and working memory to repeat trial behavior (Nigg et a., 1999). Affect influ-
ences executive cognitive function and behavior and may also have a reciproca
relationship with these factors over time (Riggs, Greenberg, Kusché, & Pentz, 2006).
Parents help adolescents achieve these tasks by using positive parent-
child communication, modeling healthy eating and exercise behavior,
and setting clear rules for emotional control and behavior at home, at
school, and in other environments. Whether directly or indirectly, fail-
ure to achieve these developmental tasks may heighten risk for obesity.
For example, it has been suggested that lack of self-regulation and
decision-making skills is a prominent factor in explaining repetitive
sequences of overeating and eating nonhealthy foods (Davis, Levitan,
Muglia, Bewell, & Kennedy, 2004) and choosing immediate sedentary
activities (such aswatching television) rather than alternatives (Fleming-
Moran & Thiagarajah, 2005; Nelson et al., 2005). Lack of planning and
cognitive decision making also maintains these unhealthy sequences
(Baranowski, Cullen, Nicklas, Thompson, & Baranowski, 2003).

Emerging social influences. This third factor primarily involves
peers. As adolescents spend more time away from home, in school, extracurricular
activities, and leisure time activities, the influence of peers increases. Peers constitute
amodeling influence on eating and physical activity behaviors (Grosbras et al., 2007),
as well as socia support for these behaviors (Duncan, Duncan, & Strycker, 2005).
Obesity risk increases to the extent that peers congregate at fast food places, eat
energy-dense foods to the exclusion of other foods, and concentrate their leisure time
on sedentary activities such as television viewing and video games (Boynton-Jarrett et
al., 2003). At the same time, the family still exerts a social influence through the mod-
eling of eating behavior and food selection and preparation (Campbell et a., 2007).

Risk Factors by Context

Whether one focuses on eating behavior, physical activity, or both to understand obe-
sogenic trajectories in adolescence, and whether one concentrates on puberty,
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developmental tasks, or emerging social influences for their relationship to adol escent
obesity risk, the immediate drivers of eating and activity involve a multitude of spe-
cific attitudes, behaviors, social-situational, and environmental contexts. These con-
texts are admittedly complex and have become the emerging focus of recent National
Institutes of Health (NIH) efforts to understand and prevent obesity risk in children
and adolescents (Huang & Horlick, 2007). For example, the ssmple physical activity
of an adolescent walking rather than riding a bus to school may depend on proximity
to the school, wait time for the bus, weather conditions, and safety of walking routes to
that school (for example, Kipke et al., 2007; Molnar, Gortmaker, Bull, & Buka, 2004;
Gyurcsik, Spink, Bray, Chad, & Kwan, 2006). The influence of different contexts on
this one activity becomes even more complex when one considers the multiple con-
texts involving the school; for example, whether there is opportunity to engage in
physical activity during the school day and whether school food policies support
healthy food choices (Blanchard et al., 2005; Gordon-Larsen, McMurray & Popkin,
2000; Kubik, Lytle, & Story, 2005; Wardle, Brodersen, & Boniface, 2007). Thus, mul-
tiple epidemiological studies have aready identified several of the individual factors
that affect child and adolescent obesity risk. In a review of epidemiological studies,
the Committee on Nutrition (2003) classified some of these into sets, such as the sets
of influence that represent the family context for eating and exercise behavior. How-
ever, what has been missing is an organizing principle or theory to understand how
these risk factors cluster and how they may interact to affect obesity risk.

The next section considers obesity risk factors by intrapersonal, social-situational,
and environmental context and uses four theoretical models drawn from the fields of
drug use and violence prevention to illustrate how these factors operate. Theories from
these fields are particularly relevant to adolescent obesity prevention for at least two
reasons. First, there may abe a neurobiological link between drug use risk and obesity
risk through the endocannabinoid system, which drives sensation seeking, low impulse
control, craving, and, ultimately, compulsive behaviors (Beaver et a., 2006; DiMarzo
& Matia, 2005; Volkow & Wise, 2005; Wang, Volkow, Thanos, & Fowler, 2004) and
which is sensitive to the hormonal changes associated with puberty (Chambers, Taylor,
& Potenza, 2003). Second, many of the same contextual risk factors that have been
recently identified for adolescent obesity were previously found for drug use and vio-
lence in adolescents (Pentz, 2004; Pentz, Jasuja, Rohrbach, Sussman, & Bardo, 2006).

Theoretical Approaches to Understanding Adolescent
Obesity Risk by Context

The Social Development Model was originally developed to elucidate and inform epi-
demiological studies of drug use and delinquency. Hawkins, Catalano, and Miller
(1992) posited that an individual could exhibit positive (protective) or negative (risk)
behaviors, or both, depending on the socia context for behavior (S), persona behav-
ioral skills (P), and the environmental opportunity for reward and practice of prosocial
(as opposed to antisocial) behavior (S or E). Several individua risk factors from their
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work are relevant to adolescent obesity risk. Among these are sensation seeking related
to low impulse control (P), previous maladaptive or negative behaviors (P), exposure to
poor or negative modeling influences by peers and by parents (S), lack of parental
supervision (S), perceived or actual lack of a safe neighborhood (E), and perceived and
actual norms for negative behavior (S and E). In the case of obesity risk, maladaptive
or negative behaviors refer to poor eating habits and sedentary as opposed to physical
activity. Other risk and protective factors from this model may not be applicable to obe-
sity risk, or at least no clear links have been found thus far. These include achievement
orientation at school, school bonding, prevalence of crime in a neighborhood, and
opportunities for reinforcement of positive behaviors.

The second theoretical model is Problem Behavior Theory (Donovan, Jessor, &
Costa, 1988). This theory hypothesizes that P- and E-leve risk factors interact to affect
multiple problem behaviors, particularly risky sexua behavior, drug use, and delinquency.
The theory targets the adolescent years associated with school transitions, whether to
middle or high school. Adolescents are transition-prone to the extent that they are influ-
enced by the behaviors of older peers during these transitions. Risk taking for the purpose
of sensation seeking (a P-level dispositional factor) attempts to emulate older peers (an
S-level social modeling influence), and ill use of leisure time (represented by E-level fac-
tors such as discretionary spending money, job status, and access to cars) are mgjor fea
tures of this theory. The theory was later applied to understanding health-promoting as
well as problem behavior (Donovan, Jessor, & Costa, 1993). All the factorsin thistheory
potentially apply to poor eating and physical activity choices and modeling influences.

The third model is Greenberg and colleagues’ Cognition-Affect-Behavior-Dynamic
(CABD) Regulation Model, which was developed to explain risk for conduct problems
and aggression in children (Greenberg, 2006; Riggs, Elfenbaum, & Pentz, 2006). Promi-
nent P-level risk factors from this model include poor executive cognitive function—
specifically, poor persona decision-making skills and poor emotional regulation or
affective control—both of which are hypothesized to have dynamic relationships to
behaviors representing both impulse control and social competence. S or social factors
focus primarily on parent-child and teacher-child interactions and to some extent peer-
peer interactionsin play and school situations. E-level factors are not a major feature of
this model. The factors most relevant to adolescent obesity risk and prevention are exec-
utive cognitive function and emotional regulation, as they may relate to eating behavior.

The fourth theory is Integrative Transactional Theory (ITT; Pentz, 1999), which
was designed to explain development and prevention of risk for drug use and violence
in adolescence. Thismodel clusters atotal of seventeen risk factors under the three con-
textsof person (P), socia situation (S), and environment (E). Therisk factors are hypoth-
esized to have synergistic and reciprocal effects across contexts. For example, a P-level
factor of intentions to try a drug will lead to or generate an S-level factor of peer influ-
ence on drug use, since an adolescent intending to try adrug may seek out a peer who is
already using or who has a drug available (E-level factor). This chain of events may in
turn result in greater exposure of the adolescent to a social norm of drug use over time.
P-level factorsin ITT include prior behavior, intentions to use, prior decision-making
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skills, appraisal or meaning of drug use (including for sensation seeking), prior social
support seeking (whether of drug users or nonusers), and physiological reactionsto use.
S-level factorsinclude peer modeling influences, parent and family modeling influences
(drug use aswell as parenting), prior peer interactions, social support, social norms, and
socia transitions. E-level factors include media influences, availability of prevention
resources (including community organizations for prevention and fiscal resources),
availability of drugs, community norms, and school and community policies. Most of
these are relevant to adolescent obesity risk. Some, however, require adaptation in order
to logically trandate to obesity risk. For example, the P level of intentions to use drugs
could be reframed as intentions to select a certain type of food or physical activity, and
the P-level physiological reactionsto use could be reframed as individual differencesin
reward drive associated with food (Beaver et a., 2006). Support seeking could be
reframed as eating or exercising as a means of coping. The ITT model adapted to ado-
lescent obesity risk is shown in Figure 9.1. Variables that are reframed for obesity risk
are showninitalics.

Integrative transactional theory adapted to adolescent
obesity risk

Person L .
Social situation

Prior eating and physical activity
Intention to select foods and Peer influences
physical activity Prior eating and
Prior eating and physical o/ physical activity
activity decisions ) " with peers
Meaning of eating and physical activity Family influences
Eating and physical activity coping Social support

\ Environment /

Eating and physical activity availability
Media influences
Availability of alternative resources
Prevailing community norms
Demographic factors
Fiscal resources

l

Change in eating and physical activity

Source: Adapted from Pentz (1999).
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Overall, P- and S-level risk factors have figured more prominently
than E-level factors in research on adolescent drug use (Pentz, 1999,
2003). This differential emphasis may reflect either the greater diffi-
culty in conducting rigorous research on E-level factors or the greater
concentration on behavioral demand reduction versus supply reduc-
tion that has characterized most epidemiological studies of adoles-
cent drug use. For understanding adolescent obesity risk, however,
E-level factors may bejust asimportant, if not more so, than Pand S
factors. Because eating and physical activity, unlike drug use, are
legal and necessary for survival, the E-level influences of marketing,
product availability, access, and financial resources are expected to
be much greater than those for drug use (Gyurcsik et al., 2006).

Prevention of Adolescent Obesity Risk

Excluding clinic-based intervention studies, obesity prevention inter-

ventions can be roughly categorized into programmatic (primarily

school) or environmental interventions (such as cafeteria or food vending policies;
Committee on Nutrition, 2003; French & Story, 2006; Institute of Medicine, 2004).
Most of these have been implemented in schools, with either children or adolescents
(Committee on Nutrition, 2003; Connelly, Duaso, & Butler, 2007). Although several
have produced short-term changes in eating patterns and/or physical activity, rela
tively few have demonstrated changes in BMI, with most changes in obesity risk fac-
tors concentrated in girls (for example, Austin et a., 2007) or under intervention
conditions requiring compulsory physical activity (Connelly et a., 2007; Dietz &
Gortmaker, 2001). Participants at a recent NIH meeting on childhood obesity were in
general agreement that few interventions could be considered evidence-based in terms
of producing long-term changes in weight, including BMI (Pentz, 2004). Thus, at this
point in time, there are no generally recognized evidence-based programs for adoles-
cent obesity prevention, although recent Cochrane data-based reviews of prevention
trials have identified several promising approaches, primarily those focusing on physi-
cal activity (Campbell, Waters, O'Meara, Kelly, & Summerbell, 2002). The relative
lack of evidence-based obesity prevention programs for adolescents suggests a need
for expediting the translation of findings from effective Type | studies of preventionin
other health behavior areas such as drug abuse to obesity (Pentz, Jasuja, Rohrbach,
Sussman, & Bardo, 2006; Reynolds & Spruijt-Metz, 2006).

There may be several possible reasons for the lack of efficacious programs for
adolescent obesity prevention. Three of them are discussed in the following sections:
insufficient theoretical basis, insufficient attention to context, and the need for com-
prehensive, multicomponent intervention.

Insufficient theory. The most prevalent theories upon which obesity prevention
programs have been based are social |earning theory, which attempts to modify model-
ing and practice behaviors; socia cognitive theory, which addresses self-efficacy; and
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either reasoned action or planned behavior theories, which address attitudes toward
health and personal expectations for nutrition and exercise (Baranowski et al., 2003;
Committee on Nutrition, 2003). Although these theories account for between approxi-
mately 6 and 30 percent of attitudinal and intentional change, they account for rela
tively little intervention effect on actual obesity risk behavior (Baranowski et al.,
2003), and unlike, for example, the CABD model developed for child conduct prob-
lems, they do not address emotion as it relates to impulse control or planning
(Greenberg, 2006). Given that low impulse control and lack of decision making or
planning are major risk factors for obesity risk in adolescence, it is possible that the
inability of most obesity prevention programs to show either large or sustained effects
may be related to alack of attention to emotion, particularly poor impulse control. For
example, Baranowski et al. (2003) posited that socia cognitive theories can be applied
to breaking down decisions in eating and physical activity eventsinto discrete contex-
tual steps (most of them in socia contexts), with each step being a potential focus for
prevention, such as the decision on where to eat a particular food. However, each of
these steps depends on rational decision making and does not take into account rapid,
impulsive behavior that may override rational decision making in adolescence.

Recently, |zard (2002) devel oped atheory that articulates emotion as a set of prin-
ciples, much like Baranowski et al.'s (2003) steps in cognitive decision making:
awareness and use of both positive and negative emotions, emotional regulation, rec-
ognition of emotional states, emotional activation for a purpose, communication of
emotions to others, and connecting emotions with cognitive skills. Conceivably, these
principles, combined with Baranowski’s cognitive steps, could be incorporated into an
adolescent obesity prevention program, along with one or more of the theories
reviewed from the drug use field that would account for changes in cognitive, behav-
ioral, and emotional mediators of obesity risk such as emotion-driven eating (Nguyen
et a., 2007).

Insufficient attention to context. The theories from the field of drug use described
earlier assume that risk behavior occurs in multiple contexts and that contexts interact
to affect risk. One possible reason that effective obesity prevention programs are lack-
ing is that they may not be designed to change all the contexts that affect eating and
physical activity behavior on a daily basis, including in school, in the community, at
home, and at different times during the day (Birch & Davison, 2001; Blanchard et al.,
2005; Campbell et al., 2002; Davison & Birch, 2001).

Recent reviews of obesity prevention studies have noted that school-based pro-
grams, which make up the bulk of adolescent obesity prevention, tend to focus heavily
on nutrition and health education, physical activity, and/or food and exercise availabil-
ity at school (Committee on Nutrition, 2003; Franks et al., 2007; Peterson & Fox,
2007; Salmon, Phongsavan, Murphy, & Timperio, 2007; Sharma, 2007). A few of
these also focus on parents’ food selection and preparation, family exercise, and, to a
lesser extent, family goa setting (Committee on Nutrition, 2003). The main risk fac-
tors addressed in these programs have included changing negative peer and parent
modeling of eating and exercise, low parent monitoring, and availability of TV
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watching and snack foods (e.g., see Gordon-Larsen et a., 2000). Protective factors
have included providing opportunities for and promoting physical activity, access to
healthy foods in school, and, to alesser extent, improving self-image and self-efficacy,
among others (for example, see Connelly et a., 2007; Kubik et al., 2005; Saimon
et a., 2007). Thus, while there has been some attention to changing eating and physi-
cal activity in the contexts of home and school, there has been relatively little attention
to changing these behaviors in larger and more diverse environmenta contexts, such
as eating at fast food restaurants after school, choosing to walk to a movie rather than
ridein acar, or deliberately seeking out green spaces that promote walking or sports
(Austin et a., 2005; Gordon-Larsen & Reynolds, 2006). These environmental con-
texts can be considered aspects of the built environment (Gordon-Larsen & Reynolds,
2006). Current prevention programs could easily address these additional contexts for
behavior by including them as prevention skills practice opportunities.

Need for multicomponent intervention. There is growing acknowledgment that
multicomponent programs may show the most potential for preventing obesity in ado-
lescence (Birnbaum, Lytle, Story, Perry, & Murray, 2003; Peterson & Fox, 2007; Werch,
Moore, DiClemente, Bledsoe, & Jobli, 2005; Windle et al., 2004). Multicomponent
inter ventions have been variously defined as school programs with additional activities,
school programs with parental involvement, or school programs that include curricula
aswell as attention to the school environment for physical activity (playground or track
field) and eating behavior (cafeteria and vending machine choices; Birnbaum et al.,
2003; Connelly et al., 2007; Franks et al., 2007; compare to Pentz, 2004). Multicompo-
nent programs for adolescent obesity prevention have the potential to affect multiple
contexts for behavior, aswell as provide opportunities for repetition of prevention mes-
sages and generalization of prevention skills. To date, the few obesity prevention pro-
grams that have utilized multiple components have typically incorporated them into
one program and have attempted to test component effects through the use of dosage,
covariate, implementation, and/or mediational analyses (Birnbaum et al., 2003; Franks
et a., 2007; Werch et al., 2005). Other components that have been found to comple-
ment and increase the effects of a program but are not considered sufficient by them-
selves to produce an effect have been evaluated in the field of drug use but not yet in
obesity prevention. For example, parent involvement in homework activities and sup-
portive prevention communication skills practiced a home have both been shown to
boost the effects of a school drug use prevention program (Riggs et al., 2006).

Translating Evidence-Based Programs for Drug Abuse
to Obesity Prevention

There are well over one hundred nationally recognized evidence-based programs for
drug and violence prevention (Pentz, 2003). | have argued that some of these programs
may be adaptable for use—or “translatable”—to adolescent obesity prevention (Pentz,
2004). This conclusion is based on the same commonalities noted earlier in this
chapter; namely, a common age or developmental period of risk (early adolescence),
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common neurobiological underpinnings (pubertal changes and the endocannabinoid
system), and several common personal, social, and environmental risk factors (Driskell,
Dymant, Mauriello, Castle, & Sherman, 2008; Irwin, Eyre, & Millstein, 1997).
There are several advantages to transl ating these evidence-based programs to obe-
sity prevention, including the advantage of adapting theoretical models that have
aready been developed, such asITT (Pentz, 1999), with mediators that
have aready been identified to test program effectiveness. An addi-
tional advantage is that with school-based programs schools are
currently required and are funded to adopt and implement evidence-
based programs for drug and violence prevention (Pentz et al., 2006).
There are no such standards for obesity prevention. An obesity preven-
tion program that is directly translated from an evidence-based drug use
program, then, may have dual benefits of prevention while at the same
time maintaining a school’s eigibility for prevention funds.

Using thislogic, anew program called PATHWAY S has been devel -
oped to address adolescent obesity prevention. PATHWAY S utilizes an
adaptation of two nationally recognized evidence-based drug and vio-
lence prevention programs, PATHS and STAR, to prevent dysregulated
eating and promote greater physical activity in early adolescents.

PATHS was originally designed as a multigrade sch